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Abstract 

Surveillance systems are using more and more devices that use multiple spectral 
bands to detect threats, such as millimeter-wave radar, terahertz cameras, 
infrared cameras, and many others. These devices enable early detection of 
occurring threats. However, using such a wide spectrum of devices can 
significantly increase the amount of data collected by the system. This creates a 
need to determine the suitability of the information of individual devices, and 
reduce the amount of data. In this paper, the authors consider problems of data 
fusion from multispectral sensors and the possibilities of applications in security 
systems. The paper describes the opportunities and risks that potentially carry the 
use of data fusion, and shows the ability to detect and identify the target using 
data collected by multispectral sensors. A very important aspect of data fusion is 
to reduce the amount of data without losing contained information, and improve 
the readability, which facilitates its interpretation by a system operator. The 
paper focuses on determining the possible ranges of detection for selected 
multispectral devices capable of producing the correct synthesis of data. 
Keywords: surveillance system, laser photography, data fusion. 

1 Introduction 

Currently, there are many resources and materials which can easily be used for 
terrorist purposes. Organizations or single persons can cause significant damage 
for both critical infrastructure and civilians. Providing complex protection 
system is very difficult task due to many possible ways of performing the 
attacks. Specific kinds of risks detection due usually performed by dedicated 
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sensing device. Increasing number of devices in entire system can overload 
operator console with too much information, making it difficult to initiate 
appropriate action. Threat detection is essential to carry out proper event 
verification and identification. Ensuring hazards identification for the entire area 
of large facilities is extremely difficult. 
     During projects our team is involved in hazard analysis, research in security 
technology and security systems designing for protection of key facilities. 
     Taking advantage of years of experience and latest technologies we 
developed integrated security systems of critical infrastructure that enables to 
precise detection and accurate identification of targets. During the research our 
team has developed a number of systems for critical infrastructure protection: 

− Critical infrastructure integrated security system based on modules of 
underwater, above water and ground protection. 

− Laser photography system for scene observation in limited visibility 
condition.  

− THz system for dangerous objects detection. 
     Every single developed systems use multispectral detection to ensure the best 
detection performance. The systems are multispectral because they use sensors 
operating in the microwave, terahertz, infrared, and visible radiation bands. To 
optimize and improve readability of the operator interface in each of the systems 
common information method – data fusion was applied. 

2 Multispectral surveillance system 

Modern ground, surface and underwater monitoring systems, has a very high 
observation and measurement potential. These solutions play very important role 
in modern security systems.  
 

 

Figure 1: Integrated radar-camera mobile unit. 

286  Safety and Security Engineering V

 
 www.witpress.com, ISSN 1743-3509 (on-line) 
WIT Transactions on The Built Environment, Vol 134, © 2013 WIT Press



     An exemplary system of ground and above water perimeter protection has 
features like: 

a) short range millimeter wave radars detecting small targets and flying 
objects to protect the ground and surface of water [1]; 

b) two coupled visualization technologies and identification of protected 
area scene – vision and thermal camera [2, 3]; 

c) Command and Control system managing alarms and transmitting video 
image of alarm to protection group. 

     Thermal and vision cameras, software coupled with radar ensure alarm 
visualization and identification in 24/7 regime. These systems use devices 
working in three different bands (visible, infrared and microwave) mounted on 
a single platform. Such detection systems can track detected target and visualize 
intrusion on operator interface simultaneously. Furthermore, these systems take 
advantage of two detection technologies: radar and camera unit. 
      Radar-camera systems are third generation perimeter protection systems [4–
8]. These units are at early stage of development. Complete systems of 
observation platform are not available yet on the market. 
     Mobile radar-camera unit was developed as a part of above water/ground 
surveillance system [9]. This solution allowed us to extend possibilities of threats 
detection and identification by the system with ensured mobility of test unit. 
Thanks to this solution it is possible to carry out tests and set up the optimal 
placement of radar-camera units on protected area. 
      Occurrence of terrorist attack in sea area of the port is also possible. The risk 
level of such attacks are comparable to attacks from the ground. Attempts of 
breaking to the port area can be realized by underwater vessels (manned and 
unmanned miniature submarines) or small surface vessels such as small boats, 
canoes, windsurfing boards, rafts or floating explosive devices and divers 
equipped with weapons or explosives. 

Table 1:  Parameters of a multispectral surveillance system. 
 

Image resolution 
Vis camera 1024(H) x 768(V) pixels 
IR camera  320(H) x 240(V) pixels 

Field of view (FOV) 
Vis camera 2° to 45° 
IR camera  14°  

Radar detection range 
1600m (at 77GHz) 
Radar resolution 

- min. detection distance  5 m  
- depth resolution 0.5 m 
- separate target detection 2.5 m 
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      Underwater object detection is possible, by passive measurement systems, 
especially by using correctly positioned magnetic or hydroacoustic barriers, 
sonars and passive measurement modules. Barriers should be capable of 
detecting, identifying, locating and tracking objects detected in the observation 
area. Additionally, to increase detection reliability of floating objects in the 
harbor area, as a part of system, passive measurement modules should be 
distributed. These modules can be equipped with sensors measuring physical 
fields of ships. 
      To ensure proper crisis management actions, a system demonstrator which 
uses innovative security and monitoring technologies, for the protection of 
seaports areas is proposed. Software integration of underwater and ground/above 
water surveillance subsystems enables the building of a demonstrator of a 
multisensor security system [10, 11]. An integrated demonstrator ensures 
complex threat detection and identification in seaport areas. 
 

 

Figure 2: Command and control center demonstrator. 
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      Software gives the possibility of carrying out fusion of data from different 
sensors [12]. This allows us to provide the highest performance of threat 
detection and identification. To achieve full capabilities of the system, the 
demonstrator of the Command and Control Center was developed (Fig. 2). The 
center allows the operator to access all functionalities and optimize the amount 
of data collected by system sensors, although the operator cannot disable 
selected functionalities necessary for proper system operation. The demonstrator 
has the ability to work as a manager unit of various subsystems, or as a superior 
management unit of an integrated system. 

3 Laser photography system 

The laser photography system is an advanced experimental system for 
acquisition and distribution of spatial information. Its key element is a laser 
photography device (LPD) using active illumination for scene observation [13–
15]. The system also includes other information units such as VIS, IR, NIR 
cameras, and millimetre wave radar. The studies are characterized with the 
individual hardware components and as the system.  
     The presented system draws attention not only on the properties offered by 
the LPD but also the possibility of synergistic effects of the entire system 
through the fusion of data from different sensor units. 
      Laser Photography Device LPD can work independently. However, to extend 
its functionalities and show capabilities compared to other vision surveillance 
devices, Laser Photography System (LPS) was developed (Fig. 3). The main 
element of the system is the LPD, but it also contains positioning platform on 
which LPD is mounted, radar to identify targets and video cameras operating in 
VIS-NIR-IR spectrum.  
 

 

Figure 3: Laser photography system (LPS). 

      During the system development the authors assumed that the key element of 
the system is a device using time-spatial framing method [16]. Based on this 
assumption an observation measurement system was developed. All additional 
components in the system work for the LPD or are complementary to its 
functionalities.  
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Table 2:  Imaging parameters of LPS. 
 

Image resolution 
1360(H) x 1024(V) pixels 

MTF resolution 
60lp/mm 

Field of view (FOV) 
- for 105mm optics 11,04° 
- for 500mm optics 2,46° 

- for 2800mm optics 0,38° 
Bit resolution 14 - bits 

Spatial resolution 
- min. observation distance 16 m for 532nm illuminator 

 0 m for 850/905nm illuminator 
- min. observation depth 1.2 m 
- min. distance increment 0.15 m 

- min. depth increment 0.15 m 
 
      In the developed system, the following modules are used as additional 
sensors: 

- VIS-NIR-IR cameras, 
- Millimeter wave radar, 
- ERT- sensors (Earth Relation Tracking). 

     Comparing the LPD with other vision devices used in video surveillance 
systems, the LPS uses cameras working in three spectral bands VIS, NIR and IR 
[17]. The proposed solution, by using an active laser illumination of scene offers 
bigger range of observation (the solution is resistant to time of day, presence of 
light sources or lighting conditions), enables interpretation of the video material 
with aspects offered by traditional monitoring systems. 

4 THz-VIS imaging system 

A growing interest in terahertz technology finds support in a large number of 
applications. One of the most interesting applications of terahertz waves is 
imaging [18]. The terahertz range of electromagnetic radiation has large potential 
in the field of hidden objects detection because it is not harmful to humans. 
However, the main difficulty in the THz imaging systems is low image quality 
due to low sensitivity and a small number of pixels in detecting modules of 
cameras.  
      Considering the fact that even THz images with low pixel resolution still 
provide valuable information, it is justified to combine them with the high-
resolution images from a visible camera [19]. 
      For our studies, we chose the TS4 camera from ThruVision Systems Ltd., 
which seems to have quite good performance and image quality. The camera  
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Table 3:  Parameters of a THz-VIS imaging system. 
 

Image resolution 
Vis camera 3872(H) x 2592(V) 10fps 

550(H) x 600(V) 30fps 
+motin tracking 

THz camera  124(H) x 271(V) pixels 
Field of view (FOV) 

Vis Camera 87° 
Object detection range 

3-15m 
 
 
 
detects natural human radiation at the frequency 0.25 THz thanks to the fact that 
clothing transmits well in this range. A heterodyne detection method based on a 
GaAs Schottky mixer combined with a local oscillator. The number of pixels is 
124 x 271. TS4 can detect objects hidden under clothing (bombs, guns, knives, 
wallets, belts, etc.) due to their different temperature and emissivity than human 
body. The main idea of our current efforts refers to improvement of the image 
recorded for long distances (>5m) and small sizes of hidden on a person objects.  
      Pure passive systems working in the millimetre wave region can detect 
hidden on persons objects thanks to difference in naturally emmited power 
between human body and the objects. 
      The aim of operation of THz based multispectral imaging system is to detect 
and visualize objects hidden under clothing. Detection of potentially dangerous 
objects is important, but without proper visualization, can be difficult to utilize. 
Security applications very often require a person to operate a system, thus the 
fused image is intended for presentation to a human observer for easier and 
enhanced interpretation.  
      THz images are more difficult to assimilate for a human eye than visual 
images because they present a reality invisible for humans. Visible images are 
natural for human vision. Our studies show that the fused image should contain 
information mostly from the visible image with superimposed elements from the 
THz image showing a detected object. 
      An imaging system is usually composed of various subsystems. Many of the 
imaging systems use imaging devices working in various spectral ranges. The 
presented system draws attention not only on the properties offered by a single 
camera but also on the potential of synergetic effects of the system by using the 
fusion of data registered by different sensor units. Our system consists of the 
THz camera and the VIS camera mounted on the mobile platform. The 
multispectral system with an example of fused images are presented in Figure 4. 
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Figure 4: Multispectral imaging system based on THz and VIS cameras. 

5 Conclusion 

Multispectral detection is a basis of all security systems developed in IOE MUT 
which allows significant increase of security of protected objects. Because of 
systems mobility they can be tested in field conditions to optimize deployment 
and performance of such system. Furthermore, they can be used for protection of 
objects operating periodically like mobile military bases or command centers. 
Processing and fusion methods of data from devices working in multiple spectral 
bands provide greater probability of threats detection and accurate identification. 
These systems are designed to fill gaps in currently used security systems and to 
ensure maximal protection of critical infrastructure objects. 
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