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Abstract

In this paper, a shortest paths algorithm to find the paths in a time-dependent network is implemented and tested both on test and real networks. In the application on the real network, the data (obtained with real-time observations) are integrated with forecast data (to define the costs on non-observed network elements) obtained from a dynamic traffic simulation. The real case application is performed in emergency conditions; the aim is to optimize emergency vehicle routes (defined as a path succession) to reduce intervention times.
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1 Introduction

In this paper we report an experiment related to paths and routes design for emergency vehicles in a time-dependent network. In a previous work [1] a model for path and route design in time-dependent networks was discussed. For simplicity sake, we refer to [1] for the full model formulation. Travel time forecasts and best vehicle routing are particularly important in emergency conditions.

In a road network in emergency conditions it is essential to provide system users’ information in real time. To achieve this objective, we must know the evolution of link cost functions. Starting from the observed data, it is possible to calibrate the link cost functions, simulating the system in a time slice [1, 2]. This approach allows us to forecast link costs as time varies and hence to design paths (at the limit, instant by instant). The time-dependent link cost [3, 4] is
related to time variation in demand characteristics [5–9], supply configuration [10, 11], and to demand-supply dynamic interaction [12, 13]. Knowledge of the system evolution allows action to be planned on the system itself [14–18].

Methods have been proposed in a static approach [19–21] to design paths/routes for emergency vehicles when a disaster occurs. In this paper, an update of such methods is proposed to take into account the characteristics of a time-dependent network.

The advances made by our study lie in the proposal of a new algorithm to find dynamic shortest paths and its application to a test network. In addition, the algorithm was applied on a real network for path and route design. The real network experiment was performed by considering emergency vehicles during an evacuation.

The paper is structured as follows. In section 2 the notation and definitions used in the paper are reported. In section 3 the proposed algorithm is discussed. Two applications are reported in section 4: the first on a test problem, the second on a real network. Finally, in section 5, some conclusions are reported.

2 Notation and definitions

We recall the notations used in [1]:

- $i, j$, the initial and final nodes of the link $(i, j)$;
- $v$, a vehicle;
- $A_{i,v}$, the instant vehicle $v$ arrives at node $i$;
- $\chi_{ij}(t)$, the cost function for the link $(i,j)$ (the function defines the $ij$ travel link cost for a vehicle $v$ that arrives in node $i$ at instant $A_{i,v}$);
- $\omega_i(t)$, the waiting function at node $i$;
- $\lambda_{ij}(t) = \chi_{ij}(t) + \omega_i(t)$;
- $A_{*,i,v}$, the instant when $\lambda_{ij}(t)$ is minimum;
- $w_{*,i,j,v} = A_{*,i,v} - A_{i,v}$;
- $w_{*,i,j}$, the Optimum Waiting Time (OWT) at node $i$ to reach $j$;
- $G(N, L)$, a graph with $N$ sets of nodes and $L \subseteq N \times N$ the link set;
- $C \subseteq N$, the set of centroid nodes, each centroid corresponding to the beginning and end of a path.

A path is a links sequence, without loops, that connects an initial node (origin) and a final node (destination). A vehicle route is a paths sequence which a vehicle uses to reach specific points (in this paper, users to rescue) on a road network. Hence, the path design consists in optimizing the link sequence; the route design consists in optimizing the paths sequence in a route.

In a time-dependent network a vehicle is subject to a cost that depends on time according to some functions [22, 24]. Note that the path cost is the sum between the link cost, for the links belonging to the path (similarly to a static network) and the nodes wait (if the wait is allowed). Consequently, the route cost (sum of the path cost, for the paths belonging to the path, and the operative costs) depends on the time.
The path problem from an origin $o$ can be formulated as:

$$z_j = \arg\min_{i \neq j} (A_{i,v} + \lambda_{ij}(t))$$  \hspace{1cm} (1)$$

where

$z_j$ is the shortest path cost from origin $o$ to node $i$;

The vehicle routing problem can be formulated as:

$$\zeta = \arg\min_\xi \sum_i \sum_j \sum_\kappa z_{i,j}(t) \cdot \xi_{i,j,\kappa}$$  \hspace{1cm} (2)$$

subject to

- capacity constraints (for each vehicle the capacity cannot be violated);
- congruence constraints (a user cannot be reached more than once, all vehicles return to the starting point);
- time-dependent constraints,

where

- $\zeta$ is the solution cost;
- $\xi_{i,j,\kappa}$ is a binary variable equal to 1 if the path between $i$ and $j$ ($i, j \in C$); belongs to route $\kappa$; zero otherwise;
- $z_{i,j}(\tau)$ is the shortest path cost between $i$ and $j$, with $i, j \in C$.

Equation (1) is the shortest path problem formulation, based on a time-generalized Bellman optimality condition ([1]). Equation (2) is the routes design formulation, based on optimum model ([1]).

In relation to the algorithm reported in section 3, the following notation is used:

- FS(i), Forward Star of node $i$ ($i \in N$);
- $o$, origin node ($o \in C$);
- $z$, node cost vector with component $z_i$ is the cost to reach node $i$ starting from the origin;
- $b$, node list to visit;
- $e$, node label vector with component $e_i$ is the label to node $i$;
- $p$, node predecessor vector with component $p_i$ is the predecessor to node $i$.

All variables with subscript $o$ are related to the origin.

It is assumed that the graph is connected, that is that for every pair of centroids ($i, j; i \in C, j \in C$) there is at least one path connecting $i$ to $j$ (which is also the shortest).

A shortest path tree, with its root in origin $o$, is a subgraph with only one route between each nodes pair.

3 Algorithm

To solve the path problem, various algorithms are proposed in literature [25, 26]. To solve the problem (1) a procedure is proposed that allows the shortest paths tree to be built for each origin $o$ in a time-dependent network, optimizing iteratively the waiting time at the intermediate nodes. This procedure is based on Dijkstra algorithms, with some modification related to the problem dynamics.
In step 0, note the origin node $o$, the variables are initialized. The origin node $o$ cost $z_o$ is zero, the other node costs are infinity. Moreover, the predecessor vector is initialized. The node list $b$ to visit is updated inserting the sequence $(o, i, z_i)$, where $i \in \text{FS}(o)$. From the list the sequence $(i, j, z_j)$ is extracted that has minimum cost $z_j$ and is considered the forward star $\text{FS}(j)$ from node $j$.

In step 1 for each node $u \in \text{FS}(j)$ the cost $z_u$ is valued by optimizing the waiting time $w_{j,u}^*$ at node $j$ (equivalently $A_{i,v}^*$ may be found), with $w_{j,u}^*$ defined in section 2. The time-generalized Bellman condition is evaluated: if the cost $z_u^* = (z_j + w_{j,u,v}^* + \chi_{ju}(A_{j,v}^*))$ at node $u$ is less than their current cost $z_u$, then $z_u = z_u^*$ and the sequence $(j, u, z_u)$ is inserted in the node list to visit. The node $i$ label is updated and $i$ is a definitive node; node $i$ is the predecessor of nodes $j$: $p_j = i$.

In step 2 the procedure is stopped when or $b = \emptyset$ or all destination nodes are definitive. Let an origin/destination pair $(o/d)$ the path topology is determined starting from the destination and considering the predecessor node. Figure 1 shows the algorithm in question.

Step 0: initializing variables
\{
  o is the root of the shortest path tree; $z_o = 0$; $z_i = \infty \ \forall \ i \in N$;
  $e = 2 \ \forall \ i \in N$; $p_i = \text{null}$; $b = (o, i, z_i) \ \forall \ i \in \text{FS}(o)$;
\}

Step 1: Bellman condition evaluation
\{
  extraction: $(i, j, z_j)$ with $z_j = \min_{x} (i, x, z_x) \ \forall \ (i, x, z_x) \in b$;
  $\forall \ u \in \text{FS}(j)$
  if $u$ is not a definitive node then
    \{ $A_{j,v}^* = \min \lambda_{ju} = \min \chi_{ju}(t) + \omega(t)$;
      $w_{j,u,v}^* = A_{j,v}^* - A_{j,v}; \ Z_u^* = (z_j + w_{j,u,v}^* + \chi_{ju}(A_{j,v}^*))$;
      if $z_u^* < z_u$ then
        \{ $z_u = z_u^*$; $(j, u, z_u)$ is inserted in $b$;
          $e_i = 1; p_j = i$\} remove $(i, j, z_j)$ from the list $b$;\}
\}

Step 2: Test
\{
  if $b = \emptyset$ or all destination nodes are definitive, then stop
  else GoTo step 1
\}

Figure 1: Proposed algorithm.

4 Applications

In this section two applications are reported: the first in a test network (section 4.1), the second in a real network (section 4.2).

4.1 Test network application

In this section we report some numerical applications of the proposed algorithm to a test network (figure 2). The objective is to test the proposed procedure before applying it to a real case. The test network consists of 6 nodes and 14 links; node 1 is the origin, and node 6 the destination.

We consider that all nodes have the same type of cost function in terms of specification. The three cases reported in [1] are termed (table 1):

1) linear: $c_{ij} = \chi_{ij}(t) = \alpha_1 + \alpha_2 \cdot t$;
2) exponential: $c_{ij} = \chi_{ij}(t) = \alpha_3 + \alpha_4 \cdot \exp(-\alpha_5 \cdot t)$;
3) periodic: \( c_{ij} = \chi_{ij}(t) = \alpha_6 + \alpha_7 \cdot \sin(2\pi \cdot t / \alpha_8 + \alpha_9) \);
with \( \alpha_1 \ldots \alpha_9 \) parameters to calibrate.
This also assumes that the waiting function is linear for each link.

![Figure 2: Test network.](image)

**Table 1:** Test network link cost functions.

<table>
<thead>
<tr>
<th>Link</th>
<th>Linear</th>
<th></th>
<th>Exponential</th>
<th></th>
<th>Periodic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \alpha_1 )</td>
<td>( \alpha_2 )</td>
<td>( \alpha_3 )</td>
<td>( \alpha_4 )</td>
<td>( \alpha_5 )</td>
</tr>
<tr>
<td>1-2</td>
<td>10</td>
<td>0.00</td>
<td>1</td>
<td>1</td>
<td>0.200</td>
</tr>
<tr>
<td>2-1</td>
<td>30</td>
<td>-1.09</td>
<td>40</td>
<td>200</td>
<td>0.014</td>
</tr>
<tr>
<td>2-3</td>
<td>40</td>
<td>-1.00</td>
<td>20</td>
<td>100</td>
<td>0.014</td>
</tr>
<tr>
<td>2-4</td>
<td>20</td>
<td>-1.07</td>
<td>20</td>
<td>100</td>
<td>0.105</td>
</tr>
<tr>
<td>2-5</td>
<td>16</td>
<td>-1.08</td>
<td>40</td>
<td>200</td>
<td>0.002</td>
</tr>
<tr>
<td>3-2</td>
<td>20</td>
<td>-1.07</td>
<td>55</td>
<td>275</td>
<td>0.121</td>
</tr>
<tr>
<td>3-6</td>
<td>51</td>
<td>-1.18</td>
<td>50</td>
<td>250</td>
<td>0.103</td>
</tr>
<tr>
<td>4-2</td>
<td>40</td>
<td>-1.60</td>
<td>35</td>
<td>175</td>
<td>0.415</td>
</tr>
<tr>
<td>4-5</td>
<td>55</td>
<td>-1.05</td>
<td>40</td>
<td>200</td>
<td>0.001</td>
</tr>
<tr>
<td>5-2</td>
<td>28</td>
<td>-1.19</td>
<td>25</td>
<td>125</td>
<td>0.102</td>
</tr>
<tr>
<td>5-4</td>
<td>55</td>
<td>-1.07</td>
<td>20</td>
<td>100</td>
<td>0.101</td>
</tr>
<tr>
<td>5-6</td>
<td>50</td>
<td>-1.06</td>
<td>45</td>
<td>225</td>
<td>0.052</td>
</tr>
<tr>
<td>6-3</td>
<td>40</td>
<td>-1.09</td>
<td>30</td>
<td>150</td>
<td>0.102</td>
</tr>
<tr>
<td>6-5</td>
<td>50</td>
<td>-1.17</td>
<td>20</td>
<td>100</td>
<td>0.041</td>
</tr>
</tbody>
</table>

The experiment allows the shortest path to be found between 1 and 6, optimizing the waiting cost at some intermediate nodes. In table 2 the OWT at the node, conditioned by the node following is reported. For example, in the linear case node 5, in the case of a linear function, can have three values of OWT:

\( w^* = 0 \) if the node following is 2;
\( w^* = 19.39 \) if the node following is 4;
\( w^* = 18.78 \) if the node following is 6;
Table 2: Optimum waiting time for each case starting from node 1 at time zero.

<table>
<thead>
<tr>
<th>Node</th>
<th>Link</th>
<th>$w^*$ linear case</th>
<th>$w^*$ exponential case</th>
<th>$w^*$ periodic case</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1-2</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>2-1</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>2-3</td>
<td>0.00</td>
<td>20.23</td>
<td>3.68</td>
</tr>
<tr>
<td>2</td>
<td>2-4</td>
<td>1.21</td>
<td>20.43</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>2-5</td>
<td>0.19</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>3-2</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>3-6</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>4-2</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>4-5</td>
<td>17.93</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>5-2</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>5-4</td>
<td>19.39</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>5-6</td>
<td>18.78</td>
<td>0.00</td>
<td>1.39</td>
</tr>
<tr>
<td>6</td>
<td>6-3</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

A similar consideration can be made for exponential and periodic cases. In table 3 the paths between origin and destination varying the cost functions are reported. We may note a reduction in costs compared to the path where the wait at nodes is not allowed.

Table 3: Path topology and cost.

<table>
<thead>
<tr>
<th>Model</th>
<th>Topology</th>
<th>Travel cost with optimum wait</th>
<th>Travel cost without optimum wait</th>
<th>Cost reduction (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Travel cost</td>
<td>Wait cost</td>
<td>Total cost</td>
</tr>
<tr>
<td>Linear</td>
<td>1-2-5-6</td>
<td>29.18</td>
<td>18.78</td>
<td>47.96</td>
</tr>
<tr>
<td>Exponential</td>
<td>1-2-3-6</td>
<td>146.08</td>
<td>20.23</td>
<td>166.31</td>
</tr>
<tr>
<td>Periodic</td>
<td>1-2-5-6</td>
<td>25.32</td>
<td>1.39</td>
<td>26.71</td>
</tr>
</tbody>
</table>

4.2 Real network application

The objective of the application is to test the proposed procedure in a real context in order to design the paths and routes for emergency vehicles in an evacuation scenario. With this procedure, taking into account the network dynamics, paths and routes can be designed by adapting them to network conditions that change over time.

The network consists of all the main roads of Melito di Porto Salvo (Italy) and is formed by 38 nodes and 66 links (figure 3). Some links (represented in figure 3 with a broken line) are reserved for emergency vehicles. In this application, six centroids are considered: one safe area (indicated by R in figure 3) is the point where users are to be led; five locations (indicated by A/E in figure 3) where weak users are located.

The work is based on an evacuation simulation in a town, where the paths chosen by an ambulance driver were monitored using an on-board GPS and video-cameras deployed on the network [27].
A general framework to define analytic functions for within-day variations of travel time forecasts suitable for emergency vehicle route design is reported in [2]. The general framework integrates some modules working in time according to the concept of rolling horizon, schematically depicted in figure 4.

Figure 3: Melito Porto Salvo road network, localization of users and safe area.

Figure 4: The rolling horizon (adapted from [2]).
Considering a stage $\sigma$ of length $T$ (it is assumed that the forecasted costs are reliable in stage $\sigma$), the procedure starts at instant $t_{0,\sigma}$. In the interval $[t_{0,\sigma}, t_{1,\sigma}]$ a traffic assignment allows link flows and travel times to be obtained which are used, in the interval $(t_{1,\sigma}, t_{2,\sigma}]$, for calibrating a continuous cost function [2]. In the interval $(t_{2,\sigma}, t_{3,\sigma}]$ the route design problem is solved. This interval is separated into three sub-intervals, to highlight some aspects of route design. In the sub-interval $(t_{2,\sigma}, t_{3,1,\sigma}]$ the travel time functions from traffic assignment and other real information on the system state are received (i.e. the users to rescue and vehicle locations). In the sub-interval $(t_{3,1,\sigma}, t_{3,2,\sigma}]$ the routes are designed with the procedure reported in section 4.2.2. Finally, in the sub-interval $(t_{3,2,\sigma}, t_{3,\sigma}]$ the new information is communicated to the vehicle.

The shortest path search and route design are two joint problems, but for simplicity sake they are presented separately in the next subsections.

4.2.1 Shortest path

We assume that the waiting function is linear and that the wait is allowed at each node. The aim is to optimize the waiting cost at some (at the limit, at all) intermediate nodes for reducing the path cost. In this example, we suppose that node R is the origin and then we find the shortest path (starting from the origin at time $t = 0$, the procedure is identical starting from the origin at another time) from the origin to all destinations. Similar considerations can be made by choosing any other origin. The cost function considered is a continuous and periodic function calibrated and validated in [2].

We observe that by optimizing the wait time at nodes, the path cost decreases for all paths considered. Table 4 reports the path cost when waiting is allowed and when waiting is not allowed.

Table 4: Path cost comparison from origin R.

<table>
<thead>
<tr>
<th>Destination</th>
<th>Cost (waiting allowed)</th>
<th>Cost (waiting not allowed)</th>
<th>Cost reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>173.00</td>
<td>173.97</td>
<td>0.56</td>
</tr>
<tr>
<td>B</td>
<td>194.62</td>
<td>195.27</td>
<td>0.33</td>
</tr>
<tr>
<td>C</td>
<td>133.41</td>
<td>134.29</td>
<td>0.66</td>
</tr>
<tr>
<td>D</td>
<td>159.57</td>
<td>160.14</td>
<td>0.36</td>
</tr>
<tr>
<td>E</td>
<td>139.50</td>
<td>140.27</td>
<td>0.55</td>
</tr>
</tbody>
</table>

4.2.2 Vehicle routing

The observed vehicle reaches five users; for each stop the operation time is measured and known. The routes are constructed as follows. The first node is the depot (node 1). By applying the shortest paths search algorithm the paths from the safe area to all possible destinations are found. We assume that the node to insert is the first node and that:

- the insertion respects the problem constraints;
- the node is the closest to the previous in the route.

If the insertion in the route of a selected node violates one or more constraints, then the list scrolls to find the second closest node to the previous
node in the list: this step is repeated until a node is inserted or all nodes have been examined and none could be added. With this procedure, route topology and route cost are evaluated jointly.

We assume that the departure time from the safe area is $t = 0$ (that is the departure time from the safe area is the origin of the time axis). The departure time from a generic centroid (we assume that it is the sum between the arrival time and the operation time) defines the instant when the vehicles start from the centroid (and hence, the instant at which the paths to the not visited centroids are evaluated).

Along the designed route (table 5) for each centroid the arrival time (instant when the vehicle reaches the node) and the operation time (time needed for download operations) are reported. Two cases are considered: when waiting is allowed and when it is not. In the latter case, it can be observed that the route cost is reduced. The reduction is not significant in percentage terms. The objective of this paper is not to determine the percentage reduction. The objective is to test the possibility of applying dynamic vehicle routing in order to reduce the total time. If the travel time has greater variation in clock time, the improvement in percentage terms is significant.

Table 5: Route design.

<table>
<thead>
<tr>
<th>Centroid</th>
<th>$AT[s]^*$</th>
<th>$OT[s]^*$</th>
<th>$RC[s]^*$</th>
<th>Centroid</th>
<th>$AT[s]^*$</th>
<th>$OT[s]^*$</th>
<th>$RC[s]^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>R</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>123.41</td>
<td>389</td>
<td>522.41</td>
<td>C</td>
<td>134.29</td>
<td>389</td>
<td>523.29</td>
</tr>
<tr>
<td>A</td>
<td>561.81</td>
<td>207</td>
<td>768.81</td>
<td>A</td>
<td>562.61</td>
<td>207</td>
<td>769.61</td>
</tr>
<tr>
<td>B</td>
<td>789.65</td>
<td>480</td>
<td>1269.65</td>
<td>B</td>
<td>790.55</td>
<td>480</td>
<td>1270.55</td>
</tr>
<tr>
<td>E</td>
<td>1328.55</td>
<td>287</td>
<td>1615.55</td>
<td>E</td>
<td>1329.54</td>
<td>287</td>
<td>1616.54</td>
</tr>
<tr>
<td>D</td>
<td>1636.04</td>
<td>272</td>
<td>1908.04</td>
<td>D</td>
<td>1637.21</td>
<td>272</td>
<td>1909.21</td>
</tr>
<tr>
<td>R</td>
<td>2119.03</td>
<td>0</td>
<td>2119.03</td>
<td>R</td>
<td>2120.23</td>
<td>0</td>
<td>2120.23</td>
</tr>
</tbody>
</table>

*$AT$: Arrival Time, $OT$: Operation Time, $RC$: Route Cost

### 5 Conclusions

This paper reported a procedure to find shortest paths and an application on the routes design problem in a time-dependent network. Starting from a general theory developed in a previous work [1], the structure of an algorithm to find the shortest path in a time-dependent network was proposed. This algorithm, based on a time-generalized Bellman optimality condition, is an exact procedure that allows the path to be optimized by taking account of the wait at intermediate nodes.

Of the two applications reported, the first concerned a test network to test the procedure before applying it to a real network; the second concerned a real network where paths and routes were designed from a continuous and periodic function calibrated with observed data. In the real network application, a comparison was made between paths and routes where waiting is allowed or those where it is not allowed. It was found that waiting can reduce the route cost. Future developments will entail the design of a genetic algorithm to build the
routes and specify and calibrate other cost functions, as well as test the models and procedure also in the context of routing for freight distribution.
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