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Abstract

The objective of this paper is to show that by means of simple statistical Multiple
Linear Regression (MLR) models, an air pollution and meteorological network,
initially designed for diagnosis purposes, can be used to forecast up to eight
hours ahead hourly levels of Og, NO], NO. The network can be used as a
prognostic tool at a given location ifOg, NO], NO and meteorological parameters
are measured jointly. The performance of the models was determined by
comparison of hourly predictions and real observations for a one year period
(1994) and was compared with the simplest prediction possible: persistance of
levels. The performance of the models has been evaluated using the set of
statistical standard parameters included in the so called Model Validation Kit.
The results show that models yield a significantly better prediction up to 8 hours
ahead for Og, NO], and NO than persistance of levels.

1 Introduction

Bilbao is an industrial city located in a complex terrain area of North Central
Spain, with a population of about 1 million.
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18 Computer Techniques in Environmental Studies

For monitoring and immission control purposes, an air pollution and
meteorological network is operated in the whole area by the Basque Government
since 1977. In its 1993-94 configuration, the network measured several
meteorological parameters at 13 locations and air pollution variables at 26. It was
originally designed as a diagnostic network to describe the evolution of the
different pollutants.
It is well known that ozone is originated mainly due to the interaction of NO%
and VOCs on the one hand and meteorological effects on the other hand
Several works (Bloomfield, P. et aL, [1]; Flaum, J. et al [2]; Spitchinger et a/.,
[3]; Abdulwahab, S. et al [4]) have shown the importance in ozone formation of
the following meteorological variables:temperature, radiation, relative humidity
and wind speed.

In the frame of a research project, it was decided to explore the prognostic
capabilities of Bilbao's network to use it as a forecasting tool for photochemical
smog. The idea was to find an inexpensive and easy-to-use tool, that could be
easily be applied along with the usual network management activities. For that
reason, it was decided to build statistical prognostic models adapted to the area
of study, based on Multiple Linear Regression. These models can be fitted with
historical data and can be used to yield predictions of Og, NO: and NO. The
objective is to obtain mathematical expressions which will relate immisions
(output) with a set of input variables. A strategy also known as the "black box"
approach.

A deep analysis of data from the network, showed that Deusto was the only
location reliable for the elaboration of a statistical prognostic model, mainly
because many relevant variables known to be involved in the formation of ozone
(p3, NOo, NO, temperature, radiation, wind speed and thermal contrast) were
being measured jointly at this or a nearby location during the 1993-1994 period.
Any prognostic model should perform better than the most simple prediction:
persistance of levels. Several statistical tools can be used to build statistical
prognostic models to forecast photochemical smog. Some of the models are
elaborated for diagnosis purposes (Abdulwahab, S., [4]) but most models predict
the daily Og maximum and use either time series analysis (Kuang-Jung Hsu, [5]);
Simpson R.W. and Layton A.P., [6]) or multiple linear regression (MLR). For
daily maximum ozone prediction, models based on MLR yield better results than
models based on time series analysis (Robeson S.M. and Steyn D.G., [7]) which
seems not to be able to improve persistance. Models based on Multiple Linear
Regression have also been used since late 1970"s to forecast ozone (Cassmassi,
J.C., [8]; Cassmassi, J.C., [9]) at the South Coast Air Quality Management
District.
However, a clearly establishment of which model performs better for a given
situation is not a simple task, mainly because authors tend to give the results of
their models using parameters or graphics which are not comparable. After
previous works, with the aim to overcome this problem (Hanna, S.R et a/., [10P
several workshops have been conducted since 1991 with the support of COST
710 and COST 615 actions, in the frame of the European Union. As a result of
this work, a Model Validation Kit (European Commission, 1996 [lip has been
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Computer Techniques in Environmental Studies 19

prepared which includes a set of FORTRAN routines to calculate a model's
performance according to objective statistical parameters.
The objectives of the present work were:
1) To build statistical prognostic models for Og, NO] and NO based on Multiple

Linear Regression, adapted to Bilbao. These models would yield predictions
of photochemical smog from Ih to 8h ahead.

2) To define according to the objective criteria of the Model Development Kit
how well they perform and under which circunstamces

3) To find out if joint measurements at one given location (like Deusto) of Og,
NO], NO and meteorological parameters was a reliable strategy to provide
the network with prognostic capabilities for Og, NO] and NO. If so, it could
be applied to more locations of the network and these equations could be
incorporated to the daily management activities of the network.

2 Database

The idea was to use data from a diagnosis network in order to explore its
prognostic capabilities by means of a stochastic approach. The database used for
this study were hourly data measured in the Bilbao air pollution and
meteorological network during 1993 and 1994. Og, NO] and NO were measured
at Deusto. Wind speed was measured at Feria (700 m away), global radiation
(direct+diffuse radiation : units cal/cnf-h) at Sondika (6 km away) and
temperature at Feria and Banderas (200 m. above sea level). It was considered
that radiation 6 km away and temperature and wind speed 700 m away from
Deusto was reliable enough to be used in the prognostic models. Because no real
data of the true vertical profile of temperatures in the atmosphere were available,
the thermal contrast between two stations located one at sea level (Feria) and
other one 200 m.a.s.l. (Banderas), was used as a descriptive tool of the presence
or not of a thermal inversion (Ibarra, [12]) . However, the thermal contrast
between these two locations is not the real difference of temperatures between
Feria and the atmospheric layer located 200 m above it on its vertical and it
cannot be used as a "true" value of the thermal gradient, as accurate as that
obtained from a rawinsonde. In the case of Bilbao when compared with the Dry
Adiabatic Gradient, the thermal contrast between Banderas and Feria always
follows its main trends and can give an idea of the presence or not of a thermal
inversion. The Dry Adiabatic Gradient is -l°C/100m, i.e. under dry adiabatic
conditions temperature decreases by 1° C every 100 m increment in height.

3 Methodology

Many statistical air quality forecast techniques have been developed in the past
years (Wilks, [13]) some of them based on MLR. There are two ways of building
MLR statistical prognostic models (Zannetti, [14])

1. Deterministic models. The MLR coefficients are calculated by the least-
squares method from a development sample and applied to the test and all
future samples.
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20 Computer Techniques in Environmental Studies

2. Mixed deterministic-statistical models. The MLR coefficients are also
calculated by least squares but they are continuosly recalculated using most
recent observations and the equations are used to forecast next cases.

In this work, deterministic models were built on the basis of multiple linear
regression with coefficients calculated by least squares and hourly data from the
network at Deusto, Banderas, Feria and Sondika. Each equation was built using
hourly data of the variables mentioned above, and in principle, appart from
NOD ATA values, each year had 24*365=8760 cases. The group of models were
deterministic models (from now onwards Fixed Coefficients Models, FCM
models) and to calculate their coefficients, data from year 1993 were used. In the
line of previous works (Takakatsu Inoue et aL, [15]) available data was divided
into a ((development sample» (year 1993) and a «test sample» (year 1994). Data
from year 1993 was chosen to be the development sample and 1994 the test
sample. The coefficients calculated in the development sample were used in the
test sample and considered to be valid for the 8760 cases of year 1994.

3.1. Building the models.

The candidate independent variables proposed to build the models were chosen
taking into account known photochemical smog production mechanisms. It is
well known (Finlayson-Pitts B.J. and Pitts J.N., [16]) the mutual influence of Og,
NC>2 and NO and also the importance of meteorological variables available from
the network at Deusto: temperature, radiation, wind speed and thermal inversion.
With this in mind the MLR models were built as follows: If current hour is T, in
both groups of models O%, NQ? and NO hourly average levels at time T+K (K=l,
2.. ..8) are predicted jointly using multiple linear regression. When each of the
three photochemical smog variables (63, NO: and NO) at time T+K is the
dependent variable, the other two at time T+K, plus 63, NO:, NO, thermal
inversion, radiation, wind speed and temperature at time T-Z (with Z ranging
from 0 to P) are the candidate independent variables as can be seen in equations
1-2-3. The set of equations 1-2-3 is the core of each of the FCM models for
prediction K hours ahead

Ocr+K)=AO8(T+K)o + AC8(T+K)i xNOfcr+K) + AC6(T+K>xNQT+K) +
p p p

KT-z)+̂  +

2=0 2=0

^ (EQ. 1)
2=0
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Computer Techniques in Environmental Studies 21

ANO2(T + K> xCbcr+K) + ANO2(T + K> x NO(i + K> +
p p P

+£ BN02(T + K> x OKI - z) + £ CN02(T + K> x NChfr - z> + £ DNO2(T + K> x NOcr - z) +
z=o z=o z=o
p p

+J] ENO2(T + K> x GT(r - z> + ̂ FNO2(T + K> x RADTa - z> +
z=o z=o
p p p

)zxTR(T-z) (EQ. 2)

ANO(T + K)i xCb(T.K) + ANO(T + K)i x

p
K)zxVY(T-z) + ̂INO(T + K)zxTR(T-z) (EQ. 3)

z=o z=o z=o

where:
Ojcr+K)* NO%(T+K) and NO(T+K) are the predicted values of Og, NO] and NO at
time T+K. When each of them is the dependent variable at time T+K the
equations 1-2-3 include the other two as candidate independent variables at time
T+K.
AXX(T+K)o, is a constant for the prediction of the XX compound at time T+K

AXX(T+K)i and AXX(T+K)% are the coefficients of the other two variables at
time T+K when each of the three photochemical smog variables (Og, NO] and
NO) at time T+K is the dependent variable XX
O3(T-z>5 NO2(T-z> and NO<r-z) with Z from 0 to P are the measured current (T,
Z=0) and past values (T-Z, Z>0) of Os, NO, and NO BXX(T+K)« CXX(T+K)«
DXX(T+K)z are, respectively, their coefficients when used to predict hourly
levels of the XX compound (XX=Og or NOz or NO) at time T+K.
GT(T_%), RADT(T-z) 9 V̂ -z), Vy(r-z» TR(TZ) with Z from 0 to P are the measured
current (T, Z=0) and past values (T-Z, Z>0) of respectively, thermal gradient,
radiation, wind speed (expressed as V* and Vy) and temperature. EXX(T+K)%,
FXX(T+K)« GXX(T+K),, HXX(T+K)« and IXX(T+K), are, respectively,
their coefficients when used to predict hourly levels of the XX compound (Os,
NO: or NO) at time T+K.
At the coefficient calculation stage, since historical data are used, true values of
Osd+K), NO2(T+K) and NO(i+K) are available. However, at the prediction stage, the
three equation system must be solved jointly since Qsd+K), NÔ i+K) and NO(i+K)
are not known. To that end initial estimations of Osd+K), NO2(i+K) and NO(i+K)
are computed and after an iterative process, final predictions of Ogcr+K), NOicr+K)
and NO(i+K) are reached. K was chosen to range from 1 to 8 hours which in the
case of having reliable results, can be considered to be the time ahead that short-
time control strategies can be implemented by those in charge of the network. Z
is the number of hours back that should be considered for the measured
parameters. Each chosen variable (Ô , NO:, NO, thermal inversion, radiation,
wind speed and temperature) at any hour T-Z (0 =< Z =< P) was considered to be
a variable itself, as can be seen in the above set of equations. The maximum
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22 Computer Techniques in Environmental Studies

value of Z, P, was chosen to be 15 because due to the presence of NODATA
values, only in 50% of the cases all candidate variables were different from
NODATA value and, in principle, a prediction would be possible in year 1993.
For higher values of P the percentage was even smaller. Therefore, P, was
chosen to be 15 in the belief that is no use to find, maybe, a better model with Z
ranging from 0 to P>15, if for practical reasons it can only be run a few times
during the year. So, in principle, 130 (16*8=128; 128+2=130) candidate
variables were chosen for each of the three equations.
The deterministic FCM models for each of the Og, NO] and NO at T+K
(K=l,....8) were fitted at the model development stage with a MLR analysis
using data from year 1993 (development sample). MLR analysis was applied to
each of the three equations 1-2-3 with K ranging from 1 to 8. Tolerance filtering
and step wise regression were applied to all the equations and out of 130
candidate variables, the number of chosen variables ranged from 26 for NO(T+i)
to 42 for NO2(T+4). However, only a few of them accounted for the highest
increases of R^. Listwise deletion of NODATA values led to a total of valid
cases to perform the calculation of coefficients ranging from 5100 to 5700 out of
8760 . This led to the calculation of the optimal number of variables, their
coefficients, the determination coefficient R^ and the standard error.
Table 2, depicts the coefficients of the 5 most important variables involved in
each of the equations. Analysis of equations showed that relationships between
ozone, NO] and NO were in agreement with known explanatory mechanisms.
Analysis of residuals showed normality, equality of variance, mean near 0 and
independence of errors. At the model development stage, as a typical indicator of
the goodness of fit in a classical Multiple Linear Regression (MLR) analysis, the
determination coefficient R^ was used. The determination coefficient can be
understood as the proportion of the overall variability explained by the model.
The values of R^ ranged between 0.51 for NO prediction 8 hours ahead and 0.92
for ozone prediction 1 hour ahead. The coefficients obtained were used to
forecast levels of Oĝ +K), NO2(j+K) and NO(T+%) for the 8760 cases of year 1994.

4 Conclusions

The use of the Model Evaluation Kit allowed comparison of results between the
predictions obtained with FCM and persistance. It has been employed in
different model comparison exercises (Olesen, H.R., [17]) and can throw light on
the performance of a model and also its field of application. Following the same
nomenclature, Cp represents predicted values and Co, observed values. A line
above Cp or C<, means averages and S stands for standard deviation. The
measures proposed in the kit are:
1. Correlation coefficient R. Customary measure of the kindness of the
adjustment that quantifies the global description of the model.
2. Normalized Mean Square Error (NMSE). It is a version of the mean square
error but normalized to the product of means of observed and predicted values.
3. Factor of 2 (FA2). If Cp representes predicted values and C<>, observed values,
the FA2 statistic is the fraction of data which falls in the range 0.5<C/Co < 2.
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Computer Techniques in Environmental Studies 23

.̂Fractional Bias (FB). It is a normalized measure used to compare between the
overall mean of the model and that of observed values. A model with FB=0 is a
model that represents perfectly the mean value. If absolute value of FB is 1, the
error in the mean is of the same order than the real mean, that is, of the 100%.
Absolute values of FB above 1 represent errors in the mean estimation over
100%. Absolute values of FB below 1 represent errors in the mean estimation
below 100%. Negative values of FB represent overestimation and positive values
underestimation.
5. Fractional Variance (FS). It is a normalized measure used to compare the
overall standard deviation of the model and that of the observed values. A model
with FS=0 is a model that represents perfectly the true standard deviation. If
absolute value of FS is 1, the error in the standard deviation is of the same order
than the real one, that is, 100%. Absolute values of FS above 1 represent errors
in the estimation of the standard deviation over 100%. Absolute values of FS
below 1 represent errors in the estimation below 100%. Negative values of FS
represent overestimation and positive values underestimation.
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Table 1. Goodness of fit indicators according to the Model Validation Kit

5 Results

Application of the models to the test sample (year 1994) led to the following
results of table 2-3-4. Having joint measurements of Og, N(\ and NO at a given
location and meteorological variables close enough, it is possible to use MLR to
provide the network with forecasting capabilities of Og, NC>2 NO at that location.
MLR equations can be easily calculated and incorporated to the network
management activities. Although the coefficients of the equations are likely to be
influenciated by local conditions, the methodology is easily aplicable to any air
pollution network and can be used as an easy-to-use and simple tool. Due to the
large amount of cases used to draw these conclusions they can be considered to
be robust enough. The quality of the predictions is at least, as good as that from
much more sophisticated and expensive models. Computational needs and
implementation costs are small since it can be run on a PC and calculation time
is low. The network gains in forecasting capabilities up to 8 hours ahead only at
the location where the mentioned variables are measured jointly. The model is
intended to forecast photochemical smog levels 8 hours ahead. The only interest
of predictions between 1 and 7 hours is, not only to give an estimation of the
levels 8 hours ahead but also an hourly description of the whole episode.
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24 Computer Techniques in Environmental Studies
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Computer Techniques in Environmental Studies 25

Intensive application of this strategy to all the interesting locations in the
network can spatially cover several areas of interest for prognostic purposes.
This approach can be used as an inexpensive and useful element in the air quality
management of an area where a network exists.
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