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Abstract

The spatial dynamics of ecological diversity are studied in two regions (Sudbury, Canada and Harjavalta, Finland) damaged by air pollution from copper and nickel smelting. Perturbation from pollution is assumed to be most intense near the source and to decrease with distance. Monitoring sites were therefore selected to traverse these pollution gradients. Using Rényi’s generalized entropy as a measure of diversity, a monotonic pattern of increasing diversity is discovered at the recovering Canadian sites but not at the Finnish sites. Quadratic entropy and a related information-theoretical measure of taxonomic diversity, taxonomic entropy, were calculated in the hope that these diversity indices, which incorporate taxonomic distances, would provide a better understanding of these unexpected results. Quadratic entropy has the additional advantage of making use of pairwise taxonomic distances between species in a highly intuitive manner. Taxonomic has a clear information-theoretical meaning and can be calculated in the same units of measurement as Rényi’s generalized entropy thereby facilitating the comparison of classical diversity to taxonomic diversity. Quadratic entropy was found to contribute little insight as to the state of ecological recovery relative to taxonomic entropy.

1 Introduction

Statistical ecologists have long relied upon information theory and its associated measures of entropy for indices of diversity that include both number of species and their relative proportions [1–3]. The desire to quantify ecological diversity stems from the belief that diversity encapsulates ecological properties that are not only of interest but that should be actively protected since it may be related to stability and productivity [4]. Pielou [1,3] outlined properties that should be
included in a meaningful diversity index. The first is that any given number of species, \( s \), the diversity index should be maximal if all species proportions are equal. Secondly if all species proportions are equal the diversity index should increase with increasing \( s \). However, diversity indices that incorporate information about the taxonomic relatedness species may be more valuable. An ecological assemblage composed of distantly related taxa is intuitively believed to be more diverse than an ecological assemblage composed of more closely related taxa, therefore, valuable indices of diversity should account for taxonomic relatedness amongst species [5–8].

2 Quantitative methodology

Possibly the best known diversity index is Shannon entropy (eqn. (1)), which can be calculated using Rényi’s generalized entropy (eqn. (2)) of order alpha approaching 1,

\[
H = -\sum_{i=1}^{s} p_{i} \log_{2} p_{i} \tag{1}
\]

\[
H^{\alpha} = \frac{\log_{2} \sum_{i=1}^{s} p_{i}^{\alpha}}{1-\alpha} \tag{2}
\]

where \( s \) is the total number of species and \( p_{i} \) is the proportion of the \( i \)th species in the sampling unit [9]. Log base 2 renders units of measure for diversity in bits.

Quadratic entropy [10] is a measure of taxonomic diversity that has received much attention recently in ecological literature [5–8, 11]. Rao’s quadratic entropy, \( Q \), is calculated here using

\[
Q = \sum_{i > j=1}^{s} d_{ij} p_{i} p_{j} \tag{3}
\]

where \( \overline{D} = d_{ij} \) (where \( d_{ij} = d_{ji} \) and \( d_{ii} = 0 \)) is the taxonomic distance matrix (\( \overline{D} \) is symmetric), \( s \) is the total number of species, \( p_{i} \) and \( p_{j} \) are the proportions of the \( i \)th and \( j \)th species respectively in the sampling unit and \( d_{ij} \) is the taxonomic distance between the \( i \)th and \( j \)th species [6–8, 10]. Similarly to Shimatani [7] and Clarke and Warwick [6], \( d_{ij} \) is defined by a taxonomic hierarchical classification where \( d_{ij} = 1 \) if both species belong to the same genus, \( d_{ij} = 2 \) if both species belong to the same family but different genera, \( d_{ij} = 3 \) if both species belong to the same order but different families, \( d_{ij} = 3.5 \) if both species belong to the same subclass but different orders, \( d_{ij} = 4 \) if both species belong to the same class but different subclasses, \( d_{ij} = 4.5 \) if both species are both angiosperms but are from different classes and finally \( d_{ij} = 5 \) otherwise.

As this is a measure is not information-theoretical it is not directly comparable to any measures associated with Rényi’s generalized entropy. To resolve this problem, Ricotta and Avena [8] have developed an information-theoretical
measure of taxonomic diversity termed ‘taxonomic entropy’ which is analogous to quadratic entropy. Taxonomic entropy, $H(K,P)$, was calculated using

\[ H(K,P) = \sum_{i=1}^{s} p_i \log_2 k_i \]  

(4)

where $s$ is the total number of species, $p_i$ is the proportion of the $i$th species in the sampling unit and $k_i$ is the taxonomic distinctness of the $i$th species. The vector $K=(k_1, k_2, \ldots, k_s)$ is the row totals of the distance matrix $\overline{D}$ resulting in a vector $V=(v_1, v_2, \ldots, v_s)$ that is standardized by dividing each element by the sum of the vector, which is equivalent to the sum of all elements of $\overline{D}$ (eqn. 5).

\[ k_i = v_i / \sum d_{ij} \]  

(5)

$H(K,P)$ is the sum of Shannon diversity (eqn.1) and the information gained with taxonomic information. This information gain can be quantified using

\[ H(K\|P) = \sum_{i=1}^{s} k_i \log_2 \left( \frac{k_i}{p_i} \right) \]  

(6)

The quantity $H(K\|P)$ will become large if dominant species (species present in high proportions) are the most taxonomically distinct and minor species are the least taxonomically distinct and vice versa. While the taxonomic distance matrix used here is based upon Linnean classification, distance matrices can also be derived from genetic analysis [6–8].

3 Theoretical analysis

In addition to applying these to phytosociological relevés from recovering plants communities in Canada and Finland, they were first applied to theoretical relevés and taxonomic distance matrices designed to test the effect of community evenness and taxonomic distance on quadratic entropy and taxonomic entropy. Nine 5 species relevés were created, the first with perfect evenness (i.e. 0.2, 0.2, 0.2, 0.2, 0.2), the last with minimal evenness (i.e. 0.9, 0.01, 0.005, 0.01, 0.075) and seven with intermediate levels of evenness. The diversity indices were computed using 4 taxonomic distance matrices. The first assumes maximal taxonomic distance amongst the five species (matrix A), which would occur in the case where all five species belonged to different classes. The second assumes minimal taxonomic distance amongst the five species (matrix B), which would occur in the case where all five species belonged to the same genus. The third and fourth (matrices C and D) assume intermediate levels of taxonomic distinction amongst species.

| 0 5 5 5 5 | 0 1 1 1 1 | 0 1 2 3 4 | 0 1 5 1 5 |
| 5 0 5 5 5 | 1 0 1 1 1 | 1 0 1 2 3 | 1 0 1 5 1 |
| 5 5 0 5 5 | 1 1 0 1 1 | 2 1 0 1 2 | 5 1 0 1 5 |
| 5 5 5 0 5 | 1 1 1 0 1 | 3 2 1 0 1 | 1 5 1 0 1 |
| 5 5 5 5 0 | 1 1 1 1 0 | 4 3 2 1 0 | 5 1 5 1 0 |

Matrix A  Matrix B  Matrix C  Matrix D
Shannon entropy increases with increasing evenness and is maximal at perfect evenness (at $H_{\text{max}}=\log_2 s$). Because both quadratic entropy and taxonomic entropy incorporate relative taxonomic distances in addition to species proportions neither will be maximal at perfect evenness. In fact depending upon the taxonomic relationship of a given species to all others in the community its deletion from the community may result in an increase in overall taxonomic diversity [7, 8]. Quadratic entropy tends to increase with increasing evenness and with increasing taxonomic distance amongst species (Fig. 1). The distribution of species proportions relative to the distribution of taxonomic distances will allow quadratic entropy to be greater at lower degrees of evenness and will allow shifting rankings of matrices C and D.

![Quadratic entropy in relation to Shannon entropy (bits) at 9 cases of evenness for 4 taxonomic distance matrices (A–D).](image)

Figure 1: Quadratic entropy in relation to Shannon entropy (bits) at 9 cases of evenness for 4 taxonomic distance matrices (A–D).

Taxonomic entropy and the taxonomic information gain appear to vary little with increasing evenness (Figs. 2 and 3). The distribution of species proportions relative to the distribution of taxonomic distances will again allow shifting rankings of matrices C and D. Due to the manner in which taxonomic distinctness ($k_i$) is calculated for each species (eqn. (5)), taxonomic entropy is unable to distinguish between the rare cases of maximal taxonomic distinctness (matrix A) and minimal taxonomic distinctness (matrix B). These will equal $H_{\text{max}}$ regardless of evenness because the sum of $p_i$ always equals one. While not ecologically meaningful, it is mathematically reasonable as there should be no information gained with the incorporation of equiprobable terms [8].

Quadratic entropy presents the obvious advantage of distinguishing, in most cases, between the rare cases of maximal and minimal taxonomic distances represented by matrices A and B respectively. It should be noted that quadratic entropy is related to Simpson’s diversity index (Rényi’s generalized entropy of order $\alpha=2$, eqn. (2)) and therefore the relative taxonomic contribution to quadratic entropy can isolated [7]. However, the taxonomic contribution cannot be easily partitioned because the relationship between the Simpson index and the taxonomic contribution is not additive.
4 Case studies: site and data description

To assess the ability of these measures to provide insightful quantification of ecological community recovery, they were applied to recovering plants communities along pollution gradients in Canada and Finland.

The Canadian data were collected in 2001 from an area perturbed by a now decommissioned smelter complex near Sudbury, Ontario, Canada. While in operation from 1929 to 1972, the Coniston smelter complex subjected the local soil and vegetation to sulphur dioxide emissions and heavy metal fallout consisting primarily of copper and nickel. The vegetation in the area has had a 30 years period of recovery since the termination of smelting activities. The data were collected from six sites extending 36 km in a southerly direction from the smelter complex as contaminants were carried primarily southward by the
prevailing winds [12]. All understory vascular plant species were sampled along two 100 m transects at each site. Cover abundance was estimated using the Braun-Blanquet method within each of 100 contiguous 1 m² quadrats. The diversity estimates were calculated on a per quadrat basis and averaged [13].

The Finnish data were collected in 1993 and published in 2001 [14] from an area perturbed by the Outokumpu Harjavalta Metals smelter complex near Harjavalta, SW Finland. The Outokumpu Harjavalta Metals smelter complex also processes nickel and copper, and sulphur dioxide, nickel and copper largely contaminate the surrounding vegetation. The data were collected from six sites extending 8 km in a southeasterly direction from the smelter complex. All understory vascular and non-vascular plant species were sampled within three sample plots at each site. Cover abundance was estimated in sixteen 1 m² sub-plots per sample plot using a modified point quadrat method. The diversity estimates were calculated on a per sample plot basis and averaged.

5 Results and discussion

As expected there is a significant increasing linear or monotonic trend in the three measures of diversity of the vascular plant community with increasing distance from the source of ecological perturbation in the Sudbury case: Shannon entropy ($r^2=0.92$), quadratic entropy ($r^2=0.91$) and taxonomic entropy ($r^2=0.75$) (Fig. 4). While the dynamics of quadratic entropy closely mimic the dynamics of Shannon entropy, the magnitude of these cannot be compared directly as Shannon entropy is measured in bits whereas quadratic entropy is not.
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Figure 4: The vascular plant community in Sudbury, Canada where average quadratic entropy, Shannon entropy, taxonomic entropy and taxonomic information gain against distance from the source of perturbation.

Taxonomic entropy and the taxonomic information gain on the other hand can be directly, compared to Shannon entropy as these are measured in bits, where taxonomic entropy is the sum of Shannon entropy and the taxonomic information
gain. The comparison of these three allows us to assess the relative contributions of Shannon entropy and taxonomic information to overall diversity. Taxonomic information gain is consistently much greater than Shannon entropy, suggesting that the taxonomic component plays an important role in characterizing these communities (Fig. 4). It is expected that decreasing stress (increasing distance from smelters) should lead to an increase in both classical diversity (Shannon entropy) and taxonomic diversity (taxonomic entropy and quadratic entropy), where specifically the taxonomic information gain should decrease relative to Shannon entropy with increasing stress or perturbation [5, 15]. We found this to be generally true in the Sudbury case, however no simple trend could be detected in the dynamics of the taxonomic information gain ($r^2=0.39$). While this was not the case for the Canadian vascular plant community, it appears to apply to the Finnish case (Fig. 5).

![Figure 5: The vascular plant community for Harjavalta, Finland where average quadratic entropy, Shannon entropy, taxonomic entropy and taxonomic information gain against distance from the source of perturbation.](image)

The taxonomic information gain for the vascular plants at the monitoring sites in Harjavalta increases linearly with increasing distance from the smelter complex and thereby decreasing stress ($r^2=0.91$). Shannon entropy and quadratic entropy and taxonomic entropy do not increase as expected with increasing distance from the source of ecological perturbation (Fig. 5). Both Shannon entropy and quadratic entropy seem to be decreasing linearly with increasing distance ($r^2=0.82$ and $r^2=0.80$ respectively). Here again the dynamics of quadratic entropy closely mimic the dynamics of Shannon entropy. Taxonomic entropy appears to increase slightly initially and stabilize with distance, however this trend is not significant ($r^2=0.53$). Most interesting here is the contribution of taxonomic information to taxonomic entropy relative to Shannon entropy. As would have predicted Warwick and Clarke [5], the relative contribution of taxonomic information gain increases with increasing distance whereas Shannon entropy decreases with increasing distance. Also the taxonomic information gain
is the only measure that discerns a trend of ecological improvement with decreasing stress.

The trend in taxonomic entropy for the vascular and non-vascular plant communities at the monitoring sites in Harjavalta appears to be quite similar to what we observe for the vascular plant species alone (though the values are greater, as expected, with the inclusion of non-vascular plants), but no significant increasing or decreasing trend could be detected for any of the measures (Fig. 6). However, the interplay between Shannon entropy and the taxonomic information gain is most dramatic here. Shannon entropy is low at proximal sites in response to the small number of species despite relatively high community evenness and later increases with increasing evenness and number of species. At these sites the taxonomic relationship amongst species is such that the information gain is sufficient to compensate for low initial values of Shannon entropy. The taxonomic information gain will become large if dominant species (species present in larger proportions) are the most taxonomically distinct and minor species are the least taxonomically distinct and vice versa [8].
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**Figure 6**: Average quadratic entropy, Shannon entropy, taxonomic entropy and taxonomic information gain against distance in kilometers from the source of perturbation for all vascular and non-vascular plant communities in Harjavalta, Finland.

It can thus be concluded that at proximal sites those species that are present in larger proportions are taxonomically more distinct than those present in smaller proportions. The subsequent decline in the relative contribution of taxonomic information with the addition of species can be related to a shift in dominance of species that are less taxonomically distinct. With distance, the two components eventually contribute approximately half of the overall taxonomic diversity. It is surprising that the inclusion of non-vascular plants decreases the relative contribution of taxonomic information to taxonomic entropy.

Shannon entropy is generally greater in the Finnish cases than in the Canadian case, however, taxonomic entropy is generally greater in Sudbury than in Harjavalta. Taxonomic entropy for the vascular plant community at four...
kilometers from the smelters (5.6 bits) in Sudbury more closely resembles the taxonomic entropy for the total plant community at four kilometers from the smelters (5.6 bits) in Harjavalta than that of the vascular plant community (4.2 bits). This may have important implications for cross-continental comparisons of ecological recovery.

6 Conclusions

Quadratic entropy and taxonomic entropy violate both of Pielou’s axioms of a meaningful diversity index. Neither is necessarily maximal at perfect evenness and can be maximized with the exclusion of a species [7, 8]. We suggest that a new axiom should be developed based on the evenness of taxonomic distances.

In all three cases studied, the dynamics of quadratic entropy greatly resembled the dynamics of Shannon entropy thereby providing no additional information regarding the recovery of the community, which is not entirely unexpected [11]. Despite its ability to better distinguish between rare cases where all species present are taxonomically equidistant, the utility of this measure is questionable as it was unable to provide different information than Shannon entropy. By making use of pairwise distance between species, quadratic entropy incorporates taxonomic relatedness into a diversity index in a highly intuitive manner, however, its use is also cumbered by its intensive computation relative to taxonomic entropy and the relative difficulty of isolating the taxonomic contribution to quadratic entropy.

While taxonomic entropy revealed little more than an increase (however slight) in taxonomic diversity with increasing distance from a source of perturbation, the taxonomic information gain revealed important information as to the changing contributions of taxonomic information and Shannon entropy to overall taxonomic diversity. It is likely this measure that will prove most useful in ecological monitoring at local scales.
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