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Abstract

Using neural networks for the prediction of economic time series still involves
many problems. Examples for using neural networks in financial market
applications are de Groot (1993), Baun (1997) and Burgess (1996). In these
studies neural networks were successfully applied. Intensive work has been done
regarding data transformation and the selection of an appropriate topology for
neural networks. By using daily data of the German stock index DAX this study
shows that:

1) Principal Component Analysis is not an appropriate technique for input
variable reduction.

2) The Usage of a modified mean squared error as error function leads to
significantly better results.
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Investigations of Principal Component Analysis (PCA) as a technique for
the reduction of the number of input variables were done by de Groot
(1993), Utans et al. (1997) and by Thomason (1996a, 1996b). Utans et al.
investigate four exchange rates with hourly data and nine exchange rates
with daily data. By using the Hurst exponent they conclude that PCA
leads to improved forecasting models. Thomason uses PCA for the
reduction of neural network input variables. He forecasts daily closing
prices of the S&P 500 Index. His results indicate that PCA is appropriate
for certain financial forecasting problems. Taken together, Utans’ et al.
and Thomason’s results suggest that the usage of PCA for the prediction
of the German stock index DAX is a reasonable method for input
variable reduction. De Groot has a similar opinion:,,... we prefer
preprocessing of data leading to less parameters for the network rather
than the opposite, which is common in the neural network literature (de
Groot (1993), pg. 40).

A problem when coping with forecasting financial time series is
connected with the noise inherent in financial data. This causes the
neural network to tend to adapt to the noise instead of learning the
important structures of the data. By using a modified mean squared error
we try to dampen this noise.

2 Motivation

For training neural networks an error function has to be used. A
commonly chosen function is the mean squared error (MSE). A
disadvantage of this function is that point predictions which imply the
correct signal (i.e. buy or sell) can lead to a higher error than forecasts
giving a wrong signal. At the same time, when using a pure signal as
output (i.e. either +1 or -1), weak or even coincidental historic price
movements are extremely overemphasized during the training phase.
Thus, in both cases the neural network cannot be expected to give good
buy or sell signals. Therefore a compromise has to be made. In contrast
to Baun (1997) we did not use a profit maximization function because
with this, huge random price movements dominate the training of the
neural network. Thereby the true functional relationships are biased. We
tried to get a continuous signal function which is relatively insensitive to
deviations lying apart from the buy/sell-threshold. This causes large
errors when the deviations are placed around this threshold. Therefore
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output:

output,, = 13/ output ,,

Training time for neural networks is increasing exorbitantly with a
growing number of input and hidden nodes. Thus, testing Principal
Component Analysis (PCA) as a form of input variable reduction was
another aim of our investigations. Figure 2 illustrates the usage of PCA
as a pre-processing step in training neural networks. PCA is a linear
method and this can put our method in question. Important nonlinearities
inherent in the data may be removed by reducing the number of the
principal components. Moreover, PCA is assuming that the variances are
constant. This is not the case in financial time series.
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Fig. 1: 3rd root as output transformation
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Fig. 2: Application of PCA for Input Variable Reduction

3  The data and the pre-processing

The dataset consists of 1000 daily observations starting on January 17,
1992 and ending on November 17, 1995. The whole period is subdivided
into three periods: training period (first 800 observations), validation
period (next 100 observations) and generalization period (last 100
observations). For our investigations we used daily closing prices of the
German Stock Index DAX, the Dow Jones Industrial Average, the US-
Dollar/DEM currency exchange rate, the 3-months interest rate FIBOR
and the German Bond Index REX. All of them were used for inputs with
time lags from 1 to 4 days. Moreover, we calculated Volatility, Relative
Strength Index (over a period of 5 days) and Moving Averages (over a
period of 5 and 20 days) from the DAX. An additional input was given
by the Volume of the DAX measured by value. Added together, we got
25 inputs in total. They are listed in Table 1. The reason for the selection
of the fundamental series was to capture the influence of the (suspected)
most important factors. Time lags from 1 to 4 days should help the
neural network to recognize complex patterns. By showing not only the
DAX pattern but also other highly correlated series patterns to the neural
network, we tried to dampen the influence of coincidental price
movements. With this we wanted to achieve more stabilized results for
the pattern recognition. The calculated series and the volume were used
to represent technical influences.
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differences of the logarithms of the original series. From the obtaine

series we subtracted the mean and then divided it by the standard
deviation in order to receive a normalization of the variables (Refenes
(1992)):
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Table 1: Input Variables

The output series was additionally transformed as described in
section 2. When the 3rd root is regarded as such, it is necessary for a
comparison to use the ‘regular’ output in addition.
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Fig. 3: Network Topologies
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Investigations have been made with the software SNNS (1995). The
chosen network was a feed-forward network with one hidden layer and
with input-output (i.e. linear) connections. The output layer consists of
one node. The applied learning algorithm was Rprop (Resilient
backpropagation). The number of hidden nodes was varied from 1 to 16.
It was the only distinction between the different networks. Their
topologies are shown in Figure 3. We used the stop training method to
determine the network weights (see for more details e. g. de Groot
(1993)). For each network topology (i.e. number of hidden nodes) we
started a series of 30 training runs and calculated the mean over their
MSEs. The topology with the smallest mean was classified as ‘best
network.” So the ‘best network’ consists of 30 independent networks
representing a portfolio of traders (Burgess (1996)). The reasons for
taking the average of 30 networks was to stabilize the results of the
networks. They are usually very sensitive to the (randomly chosen)
weight initialization. This fact leads to overfitting effects caused by the
neural Network. Thus, the averaging method used in this study can be
considered as an alternative to tackle overfitting. Averaging of the neural
network forecasts is based on the idea of the combination of predictions.
But up to date little has been published on techniques for combining
models. Early researchers in the statistical field (e. g. Bates / Granger
(1969), Dickinson (1973)) had noted the strong performance of averages
of forecasts. Furthermore a good overview of the published literature to
this feature is given in Clemen (1989). The basic idea is to combine
different uncorrelated forecasts to an average forecast: ,,Thus we have
nothing to lose by combining and much to gain." (Diebold (1988b), pg.
77). The link between the statistically motivated approach and the neural
network methodology was drawn by de Groot (1993). He proposed the
combination of different neural networks in terms of topology or input
variables to achieve a set of different model values. These outcomes are
combinated by averaging to avoid the overfitting of one single neural
network: "Now the strategy has to be a combination of models which are
as uncorrelated as possible." (de Groot (1993), pg. 46).
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In order to achieve a comparable basis we decorrelated the 25 input

series by applying PCA. The received 25 eigenseries were called model
A. We found that 18 components explained more than 90% of the
variance, as illustrated in Figure 4. This effect was disappointing because
one could have expected less variables to be responsible for this amount
of variability. Moreover, the amount of explained variance of
‘neighboring’ components decreased slowly. Nonetheless, we trained
this second model (model B) with the first 18 eigenseries.

The performance of the two models was measured by the profit
earned from their ‘best network’ by going long and short the DAX over
the generalization period (100 days). The topology with one hidden node
turned out to be the best for each model. The results can be seen in Table
2. Model A made a profit of 13.02%, while model B gained only 5.69%.
The difference of 7.33% between the two models suggests that even a
small reduction in the number of input variables leads to a large decrease
in performance.

Portion of
Total Variance
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Fig. 4: Portion of Total Variance Explained by
Number of Principal Components

4.2 Modified error function

Investigations and comparisons concerning the ‘regular’ and the
modified error function were also made. We used the 25 input series
without any decorrelation. The transformation for the output series
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transformation was applied on model D (‘regular’ output).

For both models the performance was measured in the same way
as it was done in section 4.1. Each ‘best network’ required only one
hidden node. The profit of model C was 11.86% and of model D 7.82%.
The difference in the profit of the two models is 4.04%. This suggests
that the modified error function results in an improvement in
performance.

Profit
Model A 13.02 %
Model B 5.69 %
Model C 11.86 %
Model D 7.82%

Table 2: Performance over the
Generalization Period

5 Conclusion

In this study we measured the decrease in the performance of forecasting
daily financial data. PCA was used for reducing the number of input
variables. The achieved reduction in the number of input variables was
disappointing with regard of the decrease in performance which was
relatively huge. The results suggest that important information must have
got lost in this process of input variable reduction. It further indicates
that a big amount of useful information is hidden in the data as
nonlinearities. That is why it can get lost by applying PCA which is a
pure linear method.

Another aim of our investigations was the comparison of the
‘regular’ and our own modified error function. The results indicate that
the modified function leads to a considerable increase in performance.
This may be because the error function has threshold characteristics that
do not overemphasize coincidental price movements outside of the
threshold area.
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