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Abstract
The cause and effect relationship is complex for many manufacturing processes. The ability to learn causal relationships from diagnostic examples is extremely useful. This learning ability can help not only to quantify the influence of causes on defects for existing components but also to set up new process, material and design parameters to manufacture new components. A neural network approach that can adapt and learn from past examples, was explored for analysing and quantifying cause and effect relationships. Neural networks use the data to extract any pre-existing relationships between the input and output variables. However, in many real situations very few good quality training examples are generally available. A few limitations of multi layer feed forward neural networks in presence of such noisy, limited and sparse training data sets have been discovered, and because of such limitations it has been found difficult to use this technique as a robust tool by end users in a foundry environment or any other manufacturing industry to analyse cause and effect relationships.

1 Introduction
The diagnosis of defective castings has always been a center of attention in the manufacturing and the research community. The “cause and effect” relationship in castings is highly complex and non-linear. The diagnostic problem, therefore, was defined as analyzing and quantifying the cause and effect relationships and to study whether neural network’s ‘learning by examples’ paradigm could be
used to automatically quantify causal linkages. The work presented in this paper is a part of the ongoing research on the analysis of cause and effect relationships.

### 1.1 Current approaches for defect analysis

In any Intelligent Diagnostic System, the causal knowledge representation scheme determines the ability of the system to effectively diagnose problem and also to justify its diagnosis. In casting processes, most of the expertise is generally gained, over a period of years, by trial and error. In the late seventies the focus of research for improving the die casting quality was greatly on the experimental side. Statistical techniques such as design of experiments, factorial analyses, and control charts were used to analyse the relationships between causes and defects [1-3]. The influence of design, process and material parameters on the quality of castings was correlated with these analyses. The rule based, deterministic expert systems associated with backward chaining as a reasoning mechanism, have also been developed for casting defect analysis [4, 5]. This technique aroused some interest in the late eighties and early nineties and is also sometimes referred to as knowledge based systems. In these intelligent casting defect analysis applications, the handling of uncertainty [6] in the rules is considered through certainty factors as used in MYCIN [7] - one of the earlier and commercially successful expert systems. Many other expert systems were developed for casting analysis [4, 6, 7, 8, 9]. These expert systems are essentially based on a rule based architecture [10]. Generally, the causal relationship is highly complex and inter-linked i.e. a cause influences a number of defects and each defect is influenced by a large number of causes. A comprehensive rule base would then require a large number of rules leading to other computational problems such as efficiency of the computation, consistency in the rules etc. Also, the fuzzy sets or rule based expert system approach requires the knowledge of the degree of influence of the related cause on the occurrence of each defect as an input to the system. To our experience, generating such a probability distribution for the entire relationship is extremely difficult if not possible.

### 1.2 Neural networks for defect analysis

Recently, the neural network technology has gained more popularity because, unlike the rule-based approach this technology offers a convenient computational tool that can adapt and learn from past examples. This technique can also be used to quantify complex and highly inter-linked causal relationships. Smith and her co-investigators [11,12] have done considerable research in this direction. Smith et. al. have shown that the back-propagation neural network can be successfully applied for quality control applications. Neural networks were also used for the diagnosis of hydraulic forging presses [13]. Martinez et. al. [14] have investigated its application to relate process conditions to the probable quality rating of casting. This predictive analysis was done for a slip casting process. Spelt et. al. [15] have used neural networks for classifying power plant sensor
data and coupled this with an expert system for diagnostic purposes. Zhang and Huang [16] have presented a state-of-the-art survey of neural network applications in manufacturing. These include applications of neural networks for engineering design, process planning, in solving scheduling problems, process modelling and control, in monitoring and diagnosis and quality assurance. The semantically constrained neural network approach proposed by Ransing and Lewis [17] has a modified three layered 'feed forward' network architecture. It constrains the connectivity of nodes according to the 'defect-metacause-rootcause' relationship [23].

In this paper, the “Learning from examples” ability of neural network techniques has been studied in detail and the issues involved in quantifying cause and effect relationships for manufacturing processes have been discussed and the areas of improvements required in the current understanding of the neural network modelling have been highlighted.

2 Neural network modelling

The standard multi-layer feed forward neural networks have been considered that have an input layer of neurons, a hidden layer of neurons and an output layer of neurons. The diagnostic knowledge, which the network learns is stored in terms of weights, i.e. numeric values associated with the links connecting network nodes. An adjustment of weights during the back-propagation training algorithm allows the network to learn and recognise patterns.

When using the back-propagation algorithm to train a multilayer neural network, the designer is required to arbitrarily select parameters such as the network topology, the initial weights, the initial biases, the learning rate, the activation function, the gain value used in the activation function and the momentum constant. An activation function is used for limiting the amplitude of the output of a neuron. For this study, a smooth and continuous logistic sigmoid activation that outputs values within the range 0 to 1 is chosen. A unit value of gain has been chosen for training the network. Weights and biases have been initialised to small random numbers. Most of the neural network applications used in the manufacturing field have used a constant value for learning rate between 0.3 and 0.6. The learning rate determines the magnitude of weight change along the chosen direction in weight space. If a larger value is chosen for the learning rate, it may speed up the learning process, however, it may also result in large changes in the synaptic weights that make the network unstable. Smaller values of learning rates may avoid oscillatory changes in weights, however, at the cost of excessive computational time. A general rule is to use the largest learning rate that works and does not cause oscillation. In this study, a learning rate of 0.3 and momentum of 0.4 has been chosen. In addition to the learning rate parameter, the momentum term also influences the convergence speed of the training procedure. The momentum constant, $\mu$, is a fraction which determines the proportion of weight change in the previous iteration that is added in the current weight change. This ensures a smooth change in weights by minimizing oscillations leading to a better convergence rate. Several attempts...
have been made to explicate the influence of momentum term upon the back propagation [18] to suggest an optimal value for the term [19, 20]. As discussed before, the larger the learning rate $\eta$, the larger is the change in the weights. However, by using a moderate value of the learning rate and adding a momentum term filters out the oscillations [21, 22]. It has also been observed that learning rate and momentum constant have a significant impact on the training speed, but not on the generalization ability [19].

An improper choice of any of the above parameters can result in very slow convergence or even network paralysis where the training process comes to a virtual standstill.

The processing at each neuron is almost the same and the final network architecture is generally determined by a trial and error method. The number of hidden layers and also hidden nodes in each layer determine the non-linearity of the mapping function in the input and output space. The generalisation ability of the network is directly determined by the number of hidden nodes in the network.

2.1 Input and output of network models

As the cause and effect relationship is highly inter-linked, the occurrence and non-occurrence of defects determine the occurrence and non-occurrence of causes. The activations for all the nodes are scaled from 0 to 1. A value of zero corresponds to the non-occurrence of the nodes and a value of one corresponds to the occurrence of the node and the fractions denote the strength of occurrence of the corresponding node.

For a manufacturing process, the rejection data consists of the number of defective components for each defect type. A component showing two defect types is counted under both defect types. The defect type with the maximum number of components is assigned a unit value and the rest of the defect types were proportioned accordingly to the scale from zero to one. In this way, the relative strength of each defect is calculated. This forms an input vector to the network. The activations in the output nodes, each corresponding to a particular cause, generate the diagnostic output for the network model.

2.2 Performance of traditional multi-layer neural network on a real data set

The major difficulty that the authors experienced in using the neural network technology was in the collection of suitable training examples. Under the practical situation, it is extremely difficult, if not impossible, to get even one hundred representative examples. Some of the examples collected were so similar to each other that their inclusion would have just duplicated the training data set. Most of the examples were also sparsely located in the input space i.e. the spread of examples did not cover the entire input space. In other words, the extrapolation abilities of the network became more important than the interpolation capabilities.
These difficulties in generating the training set got amplified with the
eexistence of contradicting examples (it is indeed true that on many occasions,
two experts in one field do not agree with each other!). The training data set also
had noisy data.

The performance of the neural network technique was tested under these
practical limitations of generating a good quality training data set and some of
the potential weaknesses of this method have been highlighted.

The data was collected from a pressure die casting foundry in the UK. A total
of 14 defects were identified and associated with 43 process, material or design
parameters. The data was collected for similar components over a period of one
year and a total of 60 representative examples were finalised. A belief value in
the occurrence of defects was calculated as described previously in Section 2.1.
The corresponding belief values representing the occurrence and non-occurrence
of associated process, design and material parameters were given by the experts
in the foundry. To show the graphical variation of belief surfaces learnt by the
multi layer feed forward neural network, three defects identified as ‘Porosity’,
‘Mismakes’ and ‘Dimensional’ were chosen and are represented as defect A,
defect B and defect C in Table 1. Sixteen associated process, material and design
parameters were identified to create a neural network with three input nodes
corresponding to defects ‘defect A’, ‘defect B’ and ‘defect C’ and sixteen output
nodes corresponding to the sixteen process, material and design parameters. The
neural network was chosen with five hidden nodes. The code for a multi layer
neural network has been written by the authors in both Matlab and C++
programming language. The performance of the network was tested and
compared using faster optimisation algorithms such as the Quasi-Newton
method. In all cases, the network achieved the target error of 0.01 and also
performed well on the testing data set.

In all cases, it was discovered that the interpolation abilities of the network
were excellent. However, the network consistently demonstrated very poor
extrapolation capabilities. The extrapolation abilities of the network can be
assessed by visualising a surface describing the variation in belief values in a
cause corresponding to two associated defects in each instance. Figure 1(a) plots
the surface learnt by the neural network model describing the variation in belief
values for the cause ‘The position of gate’ corresponding to the defects
‘porosity’ and ‘mismake’. It is assumed that the third associated defect
‘dimensional’ occurs at a very low proportion. The corresponding surface
visualised by an expert is shown in Figure 1 (b). The difference can be clearly
observed. Figures 1 (c) and (d) plot the surface when the third defect
‘dimensional’ occurs correspondingly at medium and high proportions. The
pattern learnt by the neural network is clearly unrealistic. Similar trend was
observed for all other causes and defects.
Figure 1a: Output Surfaces generated by the traditional neural network for a cause “The position of gate”. For an input value of 0.1 for the “Dimensional” defect. X1: Belief value in the occurrence of “Porosity” defect. X2: Belief value in the occurrence of defect “Mismake” defect. Output: Belief value in the occurrence of “The position of gate”.

Figure 1b: Output Surfaces generated as visualised by an expert for a cause “The position of gate”. For an input value of 0.1 for the “Dimensional” defect. X1: Belief value in the occurrence of “Porosity” defect. X2: Belief value in the occurrence of defect “Mismake” defect. Output: Belief value in the occurrence of “The position of gate”.
Figure 1c: Output Surfaces generated by the traditional neural network for a cause “The position of gate”. For an input value of 0.5 for the “Dimensional” defect. X1: Belief value in the occurrence of “Porosity” defect. X2: Belief value in the occurrence of defect “Mismake” defect. Output: Belief value in the occurrence of “The position of gate”.

Figure 1d: Output Surfaces generated by the traditional neural network for a cause “The position of gate”. For an input value of 0.5 for the “Dimensional” defect. X1: Belief value in the occurrence of “Porosity” defect. X2: Belief value in the occurrence of defect “Mismake” defect. Output: Belief value in the occurrence of “The position of gate”.
3 Conclusions

In this paper a neural network approach that can adapt and learn from past examples, was explored for analysing and quantifying cause and effect relationships. Neural networks use the data to extract the relationship between the input and output. Data collected for a pressure die casting process has been used to train a multi layer neural network. As seen in many real situations, this data set is also noisy, limited and data points are sparsely located in the input space. After training the neural network and plotting the output a few limitations of neural network for precisely quantifying cause and effect relationships for manufacturing process have been discovered. Extrapolation abilities of neural networks trained on such data sets are found to be very poor as output depends on the location and number of data points as well as the target output of each data point in the training data set. Also, the parameters in the network as well as the network topology are also decided by trial and error method. An improper choice of any of these results in problems such as very slow convergence, network over-fitting, etc.

Our advice for manufacturing industries is that feed-forward neural networks are nothing more than efficient, multi-dimensional, multi-variable, non-linear interpolation algorithms based on least-square fit principles and should not be used like a black box. Collecting good quality training data is the major issue for using this technique in manufacturing diagnosis and it should be used with extreme caution. For many foundries, it is extremely difficult and expensive, if not impossible, to collect the good quality training data as required by neural networks. Research is currently underway to develop a new algorithm in order to overcome this limitation of the neural network modelling.
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