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Abstract

Text categorization is the task of classifying natural language documents into a set of predefined categories. Documents are typically represented by sparse vectors under the vector space model, where each word in the vocabulary is mapped to one coordinate axis and its occurrence in the document gives rise to one nonzero component in the vector representing that document. When training classifiers on large collections of documents, both the time and memory requirements connected with processing of these vectors may be prohibitive. This calls for using a feature selection method, not only to reduce the number of features but also to increase the sparsity of document vectors. We propose a feature selection method based on linear Support Vector Machines (SVMs). First, we train the linear SVM on a subset of training data and retain only those features that correspond to highly weighted components (in absolute value sense) of the normal to the resulting hyperplane that separates positive and negative examples. This reduced feature space is then used to train a classifier over a larger training set because more documents now fit into the same amount of memory. In our experiments we compare the effectiveness of the SVM-based feature selection with that of more traditional feature selection methods, such as odds ratio and information gain, in achieving the desired tradeoff between the vector sparsity and the classification performance. Experimental results indicate that, at the same level of vector sparsity, feature selection based on SVM normals yields better classification performance than odds ratio- or information gain-based feature selection when linear SVM classifiers are used.

Introduction

Trends towards personalizing information services and client-based applications have increased the importance of effective and efficient document categorization
techniques. It is that aspect of text classification that led us to explore methods for training classifiers that optimally use the computing memory and processing cycles for the available training data. In particular, we consider tradeoffs between the quality of document classification, as measured by commonly used performance measures, and reductions of a feature set used to represent the data. In this study we propose a method for feature selection based on Support Vector Machines (SVM) \[1\] with linear kernels. We explore how this and other feature selection methods can be used to make tradeoffs between the amount of training data and the sparsity of the data representation when working with a limited amount of system memory.

Our experimental results on a large collection of Reuters documents \[2\] show that the SVM-based feature selection provides a suitable way of preserving the classification performance while significantly reducing the size of the feature space and increasing the sparsity of data.

In the following sections we first describe the proposed feature selection and classifier training method pointing to relevant issues. We give a brief overview of feature selection methods used in the past research, describe the experiments in which we compare the effectiveness of these methods in the context of the proposed training strategy, and present the experimental results. We conclude with a brief summary and the outline of future research.

2 SVM for feature selection

In situations where there is an abundance of training data it is conceivable that the training of classifiers cannot be performed over the full set of data due to limited computing resources. Indeed, methods like Support Vector Machines, for example, require practically the whole training data to be stored in the main memory all the time. Thus it can become necessary to work with smaller subsets of training data instead. The question then arises how the training of a given classifier can still be performed so that the full training set is taken into account. Here we present a simple procedure that has proven quite effective, as our experimental results show (see Section 5).

Our strategy is first to train linear Support Vector Machines (SVM) on a subset of training data to create initial classifiers. In this model each classifier is, in fact, a hyperplane separating ‘positive’ and ‘negative’ examples for the class (i.e., documents belonging to this class from those not belonging to it), and can be represented by the normal (i.e., a vector perpendicular to it) and a constant. (The size of the subset used in this step may depend on the available memory, or on how much time one is willing to spend for this step.) The second step involves eliminating features that have weights close to zero in this normal, in order to achieve a specified level of data sparsity. Sparsity is here defined as the average number of non-zero components in the vector representation of data or, in other words, the average number of terms left in documents after some terms have been discarded. Finally, using only features retained after the feature selection step, we create a representation of the full training set of documents.
We retrain the linear SVM classifier in the reduced feature space and use the final model to classify the test data.

This method is designed to take advantage of the memory freed as a result of increased data sparsity and allow one to work with larger training sets while keeping the memory consumption constant. We explored how SVM-based feature selection compares with other feature selection methods when used in conjunction with the proposed training strategy. When assessing feature selection methods we look at both the final classification performance of the resulting classifiers and the sparsity of training data representations. In the following section we give a brief overview of the considered feature selection methods and refer to research related to our work.

3 Related work

3.1 Feature selection methods

In text categorization, feature selection (FS) is typically performed by assigning a score or a weight to each term and keeping some number of terms with the highest scores while discarding the rest. Experiments then typically evaluate the effect that feature selection has on the classification performance.

Numerous feature scoring measures have been proposed, e.g., information gain, odds ratio, \(\chi^2\), term strength, document frequency, etc. In our experiments we compared our SVM-based feature selection approach to two well-known feature selection measures that have been reported as successful in text categorization: information gain [3] and odds ratio [4, 5, 6].

3.1.1 Normal-based feature selection

In this study we use the Support Vector Machine with linear kernels. Training examples are described by vectors \(x_i = (x_{i1}, \ldots, x_{id})\), where \(d\) represents the dimensionality of the feature space, i.e., the number of distinct features in the model. In general, the class predictor trained by SVM has the form prediction\( (x) = \text{sgn}(b + \sum a_i K(x, x_i))\) but in the case of a linear kernel \(K(x, z) = x^T z\) this can be rewritten as sgn\( [b + w^T x]\) for \(w = \sum a_i x_i\), where the vector of weights \(w = (w_1, \ldots, w_d)\) can be computed and accessed directly. Geometrically, the predictor uses a hyperplane to separate the positive from the negative instances, and \(w\) is the normal to this hyperplane.

The linear classifier categorizes new data instances by testing whether the linear combination \(w_1 x_1 + \ldots + w_d x_d\) of the components of the vector \(x = (x_1, \ldots, x_d)\) is above or below some threshold \(-b\) (possibly 0). In our feature selection approach we use the absolute value \(|w_j|\) as the weight of a feature \(j\); that is, we consider a feature more likely to be useful for training and classification if its coefficient \(w_j\) has a large absolute value. This type of feature weighting seems intuitively appealing because features with small values of \(|w_j|\) do not have a large influence on the predictions of the classifier based on \(w\); this can be seen as meaning that these features are not important for classification purposes, and that consequently they could be dispensed with in the training phase as well. A
theoretical justification for retaining the highest weighted features in the normal has been independently derived in a somewhat different context by Sindhwani et al. [7].

In this study we also use the linear SVM classifier as the classification model since it has been shown to outperform most of other classification methods on text data [8, 9]. Interaction of the normal-based FS with other classification methods will be subject of our future work.

4 Experiment description

4.1 Experimental strategy – Rationale

Since our main consideration is the classification performance under the constraint of limited computer resources we experiment with methods that vary the size of the training data and the sparsity level of the data representation. We compare the approach of using a smaller number of documents with a richer feature set with the alternative of applying a feature selection method to increase data sparsity and then using a larger number of training documents within the selected feature space. Recall that the sparsity is here defined as the average number of non-zero components in the vector representation of documents in the given document set, in this case the data used for training.

Thus one set of our experiments explores the relationship between the sparsity of data representation achieved by feature reduction and the performance of the classifiers trained using such a reduced feature set. The second group of experiments investigates the robustness of the classification method under a limited memory constraint, exploring tradeoffs between discarding features and discarding training documents.

In both of these experiments we use linear SVM as the learning algorithm since it has been shown to outperform most of the other classification methods on text data [8, 9]. We particularly focus on the influence that the normal-based feature selection has on the linear SVM leaving the experiments with other methods for future work.

4.2 Data processing and analysis

The dataset. For experimentation we used the Reuters-2000 collection [2], which includes a total of 806,791 documents, with news stories covering the period from 20 Aug 1996 through 19 Aug 1997. We divided this time interval into a training period, which includes all the 504,468 documents dated 14 April 1997 or earlier, and the test period, consisting of the remaining 302,323 documents.

We used all the documents from the test period as test data but for training we constructed a subset of data, here referred to as Train-1600, in the following way: for each Reuters category that contains 1600 or more documents in the training period (i.e., positive training examples), we randomly selected exactly 1600 documents. For categories with fewer than 1600 positive examples in the training period we took all such documents. This way of sampling ensures that
smaller categories are still well represented (indeed the percentage of documents belonging to most small categories is greater in Train-1600 than in the corpus at large). Note that the original category membership information is preserved. Thus a document that was selected as a representative of one category but also belongs to several other categories will be used as a positive training example for each of these categories. For the experimentation purposes we further selected sub-samples of the Train-1600 set (of 118,924 documents) of size one half, referred to as Train-1/2, one quarter (Train-1/4), one eighth (Train-1/8), and one sixteenth (Train-1/16) of the full training set, respectively.

We represent documents using the bag-of-words approach, applying a stop-word filter (from a standard set of 523 stop-words) and ignoring the case of the word surface form. Features that occur less than 4 times in Train-1600 are removed and the remaining features are weighted using the normalized TF-IDF score so that each vector representing a document has unit length.

We used the SvmLight program (version 3.50) by Thorsten Joachims for SVM training and classification [10]. The program is particularly appropriate for our experiments because of its optimization for working with linear kernels. It computes the normal vector w explicitly rather than working entirely with the dual representation \( \Sigma_i \alpha_i y_i x_i \) as is necessary for other kernels.

**Category selection.** Training classifiers for all 103 Reuters categories over relatively large sets would be a time consuming and process intensive task. Therefore we restricted our study to a sample of 16 categories: godd, c313, gpol, ghea, c15, e121, gobit, m14, m143, gspo, e132, e13, c183, e21, e142, and c13. These categories were selected based on the results of a preliminary experiment that involved training the SVM over a smaller training set for the complete set of Reuters categories. In choosing the categories we tried to include categories of various size and difficulty.

**Comparing two classifiers.** We have partitioned the test data set into ten disjoint subsets and recorded performance measures of the classifiers, such as \( F_1 \), separately for each subset. Thus, to compare two classifiers, we can perform a paired t-test on the corresponding two groups of ten \( F_1 \) values. This can be done both for micro- or macro-averaged \( F_1 \) values.

Alternatively, for a given classifier one might compute, for each category, the average \( F_1 \) over the entire test set, thus obtaining a sequence of as many values as there are categories. One can then compare two methods by taking a paired t-test over the corresponding two sequences. This approach (referred to as a “macro T-test” by Yang and Liu [11]) has been often used, although it has also been criticized because it treats performance values on different categories as random samples from a normal distribution [12].

In our experiments all types of tests tend to give similar results. However, the category-paired t-test is slightly more conservative (i.e., less likely to declare differences to be significant) than the t-test on macroaveraged \( F_1 \)-values, which, on the other hand, is more conservative than the t-test on microaveraged \( F_1 \)-values. For the remainder of this paper, we will report significance results from the t-tests based on macroaveraged \( F_1 \) values.
5 Experimental results

5.1 Sparsity and the number of features

Most of the existing research has focused on the reduction of the number of features (i.e., reduction of feature space dimensionality) rather than increasing the sparsity of the resulting vectors (i.e., reduction of memory requirements for vector storage). It is interesting to explore the relationship between these two aspects of data representation.

It is expected that by reducing the number of features to a certain percentage of the initial set one will increase the sparsity of vectors. However, for a fixed percentage of features to be retained, various feature scoring methods yield significantly different levels of vector sparsity.

Figure 1 shows a comparison of the levels of sparsity achieved by the odds ratio (OR), information gain (IG), and normal-based feature selection for the positive and negative documents in our training data, respectively. These and the following figures show graphs that correspond to several variants of the normal-based feature weighting, depending on how large a set of documents was used to train the normal. If the full Train-1600 training set is used we call the resulting feature weighting normal-1; if Train-1/k is used, the resulting weighting is denoted by normal-1/k.

Of course, each category has its own feature weightings and the actual level of sparsity attained if a fixed number of features is kept will vary from one category to another. The values shown in these charts and discussed below are averages across all categories.

These curves confirm that IG and OR behave as expected from their definitions. Information gain ranks highly those relatively common features whose presence or absence correlates well with the category membership. It ranks low the features (including many common ones) that are equally common to both members and non-members of a category. Odds ratio, as expected, shows a great...
preference for features typical of positive documents, even if they are very rare, and a great dislike for features typical of negative documents.

The charts also show the behavior of the normal-based feature weighings, which cannot be easily inferred from their definition. It can be seen that these weighings are less reluctant than information gain to assign high scores to less common features but they are not nearly as favorable to rare features as the odds ratio. In addition, normals trained on larger subsets of the training set are more favorable to rare features than those trained on smaller subsets. A closer look at the selected feature sets reveals that this is partly because some of the features that are rare in the whole training corpus have not been present in the smaller training subsets at all and partly because some were present there but were too rare to be ranked highly.

5.2 Dimensionality reduction and classification performance

It is also interesting to relate the reduction in dimensionality to the reduction in classification performance. From Figure 2 we see that OR needs to retain one or two orders of magnitude more features to achieve a performance that is comparable to the other FS methods when used with the linear SVM classifier. This is not surprising in view of the observations made in the previous section. Indeed, OR scores highly features that are characteristic of positive documents, including those that are rather rare and thus do not necessarily make an impact on the data representation and the SVM training process.

In many practical situations the management of computing resources is important and thus the sparsity seems to be of high practical importance. On the other hand, the number of features itself is not so important when SVM is used for training, because the dual optimization problem on which SVM is based does not explicitly mention the number of features. In the remainder of the study we will focus on sparsity and use dimensionality reduction to meet the sparsity requirements.
5.3 Experiments with the fixed memory constraint

Part of the motivation for using feature selection is to describe documents with sparser vectors and thus process larger sets of documents with a given amount of memory. However, we need to establish evidence that such an approach is plausible and that it is possible to achieve an effective tradeoff between selecting a subset of features (to make vectors sparser) and selecting a subset of documents (to have fewer vectors). For example, if we have only a quarter of the amount of memory required for storing full vectors of the complete set of training data we could: (i) keep full vectors but only for 1/4 of the training documents; or (ii) keep 1/2 of the documents, and use feature selection to make the vectors twice as sparse; or (iii) keep all the documents, and use feature selection to make the vectors four times sparser; etc.

In order to explore these possibilities we evaluate the classification performance for the following type of scenarios. Let us assume that storing all $N$ documents from Train-1600 at $S=80$ (in fact full documents have approx. 88 terms on average) would require $M$ units of memory ($S \cdot N = M$), and that we only have $\frac{M}{2^K}$ units available for some integer $K$. We are seeking the values $S'$ (sparsity) and $N'$ (number of documents) such that $S' \cdot N' = \frac{M}{2^K}$ and for which the classification performance is not significantly degraded. For simplicity we experiment with values $S' = S/2^k$ and $N' = N/2^{K-k}$, for $k=0, \ldots, K$. Note that ideally we would vary the values of $S$ and $N$ on a finer scale but the current approach is already quite informative as the experiment results show (see Figure 2).

For a given $K$, we first obtain a ranking of features to be used as the basis for feature selection. Since the SVM model on which this ranking will be based needs to be trained over full vectors, it can use at most $N/2^k$ documents to respect the memory constraint. Then, for a given higher sparsity level $S/2^k$, $k=0, \ldots, K$, we select as many top features from the ranking as are necessary to achieve that sparsity, and then train a new model over the largest training set that can fit into the available memory given the fact that vectors are now sparser (this is the set containing $N/2^{K-k}$ documents). Thus, for a given $K$, the result at sparsity 80 is based on a training set that is only half as large as the set used for the experiment with sparsity 40, only one-quarter the size of the training set used for sparsity 20, and so on.
Performance at fixed memory usage and different choices regarding the sparslty vs. training set size tradeoff

The results confirm that for a fixed memory constraint (fixed $K$) one can achieve a better performance by applying feature selection and using a larger set of training documents than by using the full set of features but a smaller training set. For example, it is beneficial to reduce the number of nonzero components by 50% and double the number of training documents if one is working under a memory constraint (this always brought a statistically significant improvement in performance in the above experiments). That is, in some sense, expected, based on the evidence from related research that reducing the feature space typically does not dramatically affects the classification performance.

More radical reduction of the feature space (i.e., using $k>1$) generally does not bring additional improvements in performance, and eventually, when the size of the training set requires vectors to be very sparse to fit in the available memory, performance may deteriorate. This is not surprising since in this case the original set of documents used to generate the initial normal may be too small to provide useful terminology and statistics for effective feature ranking. The small feature set is simply not rich enough to allow generalization of the classifier to the test data.

5.4 Experiments at fixed sparsity and training set

In these experiments we use Train-1600 as the training set and different feature scoring methods to achieve a desired level of sparsity, i.e., a desired average number of nonzero components per training vector. In particular we look at sparsity of 2, 2.5, 5, 10, 20, 40, and 80 features per document as well as the full document vectors which have about 88 nonzero components per document on average.

For feature scoring methods we use Odds Ratio (OR), Information Gain (IG), and ranking based on SVM normals: normal-1, normal-1/2, normal-1/4, normal-1/8, and normal-1/16. The methods normal-1/k use SVM normals obtained from the set
Train-$\frac{1}{k}$, containing $\frac{1}{k}$ as many documents as the full training set (Train-1600); after feature selection, the final linear SVM model is trained on the full training set but with the reduced set of features. This allows us to see how robust SVM classifier is with respect to limited feature sets obtained from smaller amounts of training data. Results of these experiments are shown on Figure 4.

Comparison of the normal-1 ranking with odds ratio and information gain. From the perspective of $F_1$ and BEP measures, SVM-based ranking of features is most effective for the purpose of feature selection. The performance is dominated by this method for all levels of sparsity, except when only a couple of features per document are used, in which case OR seems to perform better. This is not surprising since OR retains a much larger set of features than the normal to achieve the same sparsity level (see Figure 1). Furthermore, it focuses on features that are characteristic of positive examples, which in turn enables SVM to capture the positive examples more easily. However, for the same reason, the precision of classification based on OR selection suffers, as can be seen from the precision graph. Information gain, on the other hand, ensures a consistently better precision than normal-1 for all sparsity levels $S > 5$ (these differences are statistically significant at $S = 20$ and 80).

Figure 4. A comparison of several feature selection methods at different levels of sparsity. The full Train-1600 training set was used in all cases. The test set was divided into 10 “folds”, macroaveraged performance measures were computed for each fold and the averages over all 10 folds are given here.
Comparison of normal-$k$, $k=1,2,4,8,16$. SVM normals obtained from larger data sets have a clear advantage on all performance measures except for precision. Indeed they all seem to perform similarly according to that measure. Thus, if one is concerned with precision only one need not hesitate to fix the feature set to the one obtained from a smaller set of data and then retrain. Using more data in the initial phase introduces features that definitely help recall but do not affect precision. Normal-based selection seems to pick the features important for precision even from smaller sets of data.

Comparison of odds ratio and information gain. Similar to our earlier observations, the tendency of OR feature selection to prefer rare features present in positive documents causes OR to perform better than IG on recall but consistently worse according to the precision for all levels of sparsity. The trade-off between recall and precision for both methods, as seen from $F_1$ and BEP measures, is such that IG outperform OR for sparsity levels above 20 features per document on both of these measures.

5.5 Effectiveness

Although the above results show that feature selection generally does not improve performance of the linear SVM classifier, we can see that the normal-based feature selection with sparsity $S=80$ (which means keeping from 60 to 75% of features) does produce a statistically significant improvement over the performance of vectors with the complete feature set. In addition, $S=40$ with normal-$1/4$ (keeping 5.6% of features) and normal-$1/2$, and $S=20$ with normal-$1$ (keeping 2.0% of features) achieves performance that is not significantly worse than that of the full feature set.

6 Summary and future work

In this study we emphasized the concept of sparsity as a more appropriate characteristic of the data representation than the number of features used, particularly when a variety of feature selection procedures are considered.

We also proposed a feature ranking and feature selection method based on the linear SVM that is then used in conjunction with the SVM classifier. However, this method can be combined with other classification algorithms as well. An interesting question then arises: is it still good to use feature selection based on SVM, or is it better to devise a feature selection method based on the training algorithm itself? In other words, can we say anything about the compatibility of the feature selection method with the final classification algorithm when applying the proposed iterative training strategy?

Furthermore, other linear classifiers could be similarly used to weight and select features, including Perceptron [13], Winnow [14], Bayes Point Machine [15], LLSF [16], Widrow-Hoff [17], exponentiated gradient [18, 17], and so on. (Naive Bayes is also essentially a linear classifier if we work with logarithms of probabilities. This has been exploited by e.g. Gärtnert and Flach [19].) While these methods are known to be more or less successful in classifying documents,
it would be interesting to see how they compare with the SVM-based feature selection method in reducing the feature space.

Finally, it would be interesting to evaluate our approach on other data sets, perhaps on domains outside text categorization.
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