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Abstract

This paper describes a new approach for creating an optimal running curve of a train with the aim of minimizing total energy consumption, given the constraints of running time, limited motive force and limited train acceleration. A novel parameterization method of the running curve is proposed for mathematically demonstrating the relationship between the speed of the train and the position of the train. Then, the total energy consumption and the above constraints are formulated as functions depending on the parameters of the running curve. From this scenario, a constrained optimization problem is considered for minimizing the total energy consumption. After that, an effective method to obtain the solution of this optimization problem is presented. The effectiveness of the proposed approach is verified by computer simulations.
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1 Introduction

Railway transportation is facing increasing pressure to reduce its energy consumption due to increasing concerns for environment issues. Therefore, strategies in effectively using energy are becoming more important than before, and studies on train operation to reduce the total energy consumption are crucial. Since the running curve directly affects the total energy consumption, many researchers have considered how to obtain an optimal running curve so that this energy consumption is minimized. Those researches can be grouped into two
categories as coasting control and general control (e.g. Lu [1]). In coasting control, control algorithms are proposed to find appropriate coasting points at which the traction motors are completely switched off. For example, Genetic algorithm is implemented to search for these points (e.g. Chang and Sim [2]); and Artificial Neural Network is applied to search for optimal coasting speed to minimize the social cost (e.g. Chuang et al. [3]). Meanwhile, general control seeks for the optimal running curve by searching the train speed at various positions of all three modes of train operation (i.e. Powered, Coasting, and Braking modes). There are numerous algorithms used to obtain these optimal control sequences of train such as Pontryagin’s maximum principle (e.g. Liu and Golovitcher [4]), Genetic Algorithm (e.g. Liu and Li [5]), and Dynamic Programming (e.g. Ko et al. [6]). For those approaches, the optimal running curve is obtained by searching for the speed of train at various positions; furthermore, at each step of searching process, we have to solve nonlinear differential equation of train that is quite complicated, so those algorithms are in computational burden due to their generic nature. In this research, we suggest a new approach for searching an optimal running curve. Instead of finding speed of train at various discrete positions of train, we find mathematical functions to demonstrate speed-position relationship. With this approach, we do not need to solve that nonlinear differential equation. Besides, for passenger’s comfort, limited train acceleration is also considered. The effectiveness of the parameterization method is verified by computer simulation.

The remains of this paper are outlined as follows: Section 2 derives formula of the total energy consumption of train. Section 3 proposes a novel parameterization method of the running curve and a method to choose parameterization functions. Then, Section 4 establishes the general constrained optimization problem based on the parameterization method. Section 5 develops an effective method to solve the optimization problem stated above. Section 6 presents simulation results. Section 7 presents our conclusions.

2 Mathematical model of train operation

2.1 Dynamic equations of the train

The dynamic equation of the train follows Newton’s third law [6]:

\[
\begin{align*}
\frac{dv}{dt} &= \frac{1}{M} [F_m - F_{mech}(v) - R(x, v)] \\
\frac{dx}{dt} &= v
\end{align*}
\] (1)

where, \(x\) – position of the train; \(v\) – speed of the train; \(\frac{dv}{dt}\) – acceleration of the train; \(M\) – total mass of the train; \(F_m\) – motive force of the train; \(F_{mech}(v)\) – mechanical braking force; \(R(x, v)\) – total resistances of train (\(R(x, v)\) is a function of \(x\) and \(v\)).
2.2 Energy equations of the train

*Powered Mode:* \( F_m > 0; F_{mech} = 0 \)

Powered energy: \( E_{acc} = \frac{1}{\eta} \int_0^{T_1} F_m v dt \)

Inverter energy loss: \( E_{acc, inv} = \left( \frac{1}{\eta} - 1 \right) \int_0^{T_1} F_m v dt \)

Resistance loss: \( E_{acc, res} = \int_0^{T_1} R(x,v) v dt \)

Where, \( \eta \) is inverter efficiency; \( T_1 \) is time for Powered mode.

*Coasting Mode:* \( F_m = 0; F_{mech} = 0 \)

No input energy is applied to the train.

Resistance loss: \( E_{coa, res} = \int_{T_1}^{T_2} R(x,v) v dt \)

\( T_2 - T_1 \) is time for Coasting mode.

*Braking Mode:* \( F_m < 0; F_{mech} \geq 0 \)

Regenerative energy: \( E_{reg} = -\eta \int_{T_2}^{T} F_m v dt \)

Mechanical braking energy: \( E_{mech} = \int_{T_2}^{T} F_{mech} (v) v dt \)

Energy inverter loss: \( E_{dec, inv} = -(1 - \eta) \int_{T_2}^{T} F_m v dt \)

Resistance loss: \( E_{dec, res} = \int_{T_2}^{T} R(x,v) v dt \); where, \( T \) is the running time.

We can mathematically prove that:

\[
E_{total} = E_{acc} - E_{reg} = \frac{1}{\eta} \int_0^{T_1} F_m v dt + \eta \int_0^{T} F_m v dt \\
= \left( \frac{1}{\eta} - \eta \right) \int_0^{T_1} F_m v dt + \eta \left( \int_0^{T_1} F_m v dt + \int_{T_2}^{T} F_m v dt \right) \\
= \left( \frac{1}{\eta} - \eta \right) \int_0^{T_1} F_m v dt + \eta \left( \int_{T_2}^{T} F_{mech} (v) v dt + \int_0^{d} R(x,v) dx \right) \tag{2}
\]

where, \( d_1, d_2 \), and \( d \) are respectively notch-off speed position, coasting-off position, and distance between two stations.

3 A novel parameterization method of running curve

3.1 Parameterization of running curve

As stated above, the operation of train is described by a Running Curve including three modes: (1) Powered mode, (2) Coasting mode, and (3) Braking mode. If we assume that each of the modes can be modelled by a function relationship, we have three functions to demonstrate the three modes:
Table 1: Parameterization of running curve.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Function</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Powered</td>
<td>$v = y_1(p_1,x), (0 \leq x \leq d_1)$</td>
<td>(3.1)</td>
</tr>
<tr>
<td>Coasting</td>
<td>$v = y_2(p_2,x), (d_1 \leq x \leq d_2)$</td>
<td>(3.2)</td>
</tr>
<tr>
<td>Braking</td>
<td>$v = y_3(p_3,x), (d_2 \leq x \leq d)$</td>
<td>(3.3)</td>
</tr>
</tbody>
</table>

where, functions $y_1$, $y_2$, and $y_3 : R \rightarrow R$ are assumed to be continuous and differentiable in the ranges of $[0; d_1]$, $[d_1; d_2]$, and $[d_2; d]$, respectively. The row vectors $p_1, p_2, p_3$ are respectively parameters of the functions $y_1, y_2, y_3$. In other words, the running curve can be parameterized by $d_1, d_2$ and $p_1, p_2, p_3$.

3.2 Choosing parameterization functions

We always have: $a = \frac{dv}{dx} = v \frac{dv}{dx} \rightarrow v dv = adx \rightarrow \frac{v^2}{2} = \int adx$. If we assume that Acceleration-Position of Train can be described: $a = a(x)$, and let $A(x) = \int adx$ be the primitive function of $a(x)$, Speed-Position relationship of Train can be described: $v(x) = \sqrt{2A(x)}$. In practical train operation, there are several general shapes of $a(x)$; for example, some general shapes of $a(x)$ can be:

$$a(x) = C_0 + C_1 \sqrt{x} + C_2 \frac{3}{2} \sqrt{x} + \cdots$$

$$a(x) = C_0 + \frac{C_1}{x} + \frac{C_2}{x^2} + \cdots$$

$$a(x) = C_0 + C_1 x + C_2 x^2 + \cdots$$

where, $C_0, C_1, C_2$ are coefficients of these functions. Thus, we can choose appropriate functions for demonstrating the running curve based on functions derived as below (here, $C = const$):

$$v(x) = \sqrt{2 \left( C + C_0 x + \frac{2C_1}{3} x^{\frac{3}{2}} + \frac{3C_1}{4} x^{\frac{4}{3}} + \cdots \right)}$$

$$v(x) = \sqrt{2 \left( C + C_0 x + C_1 \log(x) - \frac{C_2}{x} + \cdots \right)}$$

$$v(x) = \sqrt{2 \left( C + C_0 x + \frac{C_1}{2} x^2 + \frac{C_2}{3} x^3 + \cdots \right)}$$
4 Optimization problem based on parameterization method for finding optimal running curve

4.1 Energy consumption: cost function

From eqn (1),

\[ F_m dt = F_{mech}(v)dt + R(x, v)dt + Md\nu \]  \hspace{1cm} (4.1)

Since \( F_{mech} = 0 \) in the range \([0; T_1]\), multiply both sides by \( v \), then get integrals:

\[ \int_0^{T_1} F_m v dt = \int_0^{T_1} R(x, v)vdt + \int_{v(0)}^{v(T_1)} M v dv = \int_0^{d_1} R(x, v)dx + M \frac{v_1^2}{2} \]  \hspace{1cm} (4.2)

Substitute eqn (3.1) into eqn (4.2), we get:

\[ \int_0^{T_1} F_m v dt = \int_0^{d_1} R(x, y_1(p_1, x))dx + M \frac{[y_1(p_1, d_1)]^2}{2} \]  \hspace{1cm} (4.3)

On the other hand,

\[ \int_0^{d} R(x, v)dx = \int_0^{d_1} R(x, v)dx + \int_{d_1}^{d_2} R(x, v)dx + \int_{d_2}^{d} R(x, v)dx \]  \hspace{1cm} (4.4)

Substitute eqn (3.1), eqn (3.2), and eqn (3.3) into eqn (4.4), then we get:

\[ \int_{T_2}^{T} F_{mech}(v)v dt + \int_0^{d} R(x, v)dx = \int_{d_2}^{d} F_{mech}(y_3(p_3, x))dx + \int_0^{d_1} R(x, y_1(p_1, x))dx + \int_{d_1}^{d_2} R(x, y_2(p_2, x))dx + \int_{d_2}^{d} R(x, y_3(p_3, x))dx \]  \hspace{1cm} (4.5)

From eqn (2), eqn (4.3), and eqn (4.5), we can state that the total energy consumption \( E_{total} \) is a function of \( d_1, d_2, p_1, p_2, p_3 \) as follows:

\[ E_{total} = f(d_1, d_2, p_1, p_2, p_3) \]  \hspace{1cm} (4.6)

4.2 Equality constraints

4.2.1 Constraint of running time

We always get: \( v = \frac{dx}{dt} \rightarrow dt = \frac{dx}{v} \). Integral both sides in the time range \([0; T]\):
\[
T = \int_0^T dt = \int_0^{x(T_1)} \frac{dx}{v} + \int_{x(T_1)}^{x(T_2)} \frac{dx}{v} + \int_{x(T_2)}^{x(T)} \frac{dx}{v} = \int_0^{d_1} \frac{dx}{v} + \int_{d_1}^{d_2} \frac{dx}{v} + \int_{d_2}^{d} \frac{dx}{v}
\]

\[
= \int_0^{d_1} \frac{dx}{y_1(p_1, x)} + \int_{d_1}^{d_2} \frac{dx}{y_2(p_2, x)} + \int_{d_2}^{d} \frac{dx}{y_3(p_3, x)}
\]

(4.7)

### 4.2.2 Boundary constraints of parameterization functions

Because the speed of the train is continuous through each of the modes, we get:

\[
v_1 = \left(y_1(p_1, x)\right)_{x=d_1} = \left(y_2(p_2, x)\right)_{x=d_1} \quad (4.8)
\]

\[
v_2 = \left(y_2(p_2, x)\right)_{x=d_2} = \left(y_3(p_3, x)\right)_{x=d_2} \quad (4.9)
\]

\[
v(0) = \left(y_1(p_1, x)\right)_{x=0} = 0; v(d) = \left(y_3(p_3, x)\right)_{x=d} = 0 \quad (4.10)
\]

From eqn (4.7), eqn (4.8), eqn (4.9), and eqn (4.10), we arrange all of equalities:

\[
H(d_1, d_2, p_1, p_2, p_3) = 0 \quad (4.11)
\]

### 4.3 Inequality constraints

#### 4.3.1 Constraint of Input Motive Force

From eqn (1), we can obtain:

\[
F_m = F_{\text{mech}}(v) + Mv \frac{\partial v}{\partial x} + R(x, v) \quad (4.12)
\]

Since Input Motive Force is limited by \( F_{\text{limit}}(v) \), we get:

\[
|F_m| = \left| F_{\text{mech}}(v) + Mv \frac{\partial v}{\partial x} + R(x, v) \right| \leq |F_{\text{limit}}(v)| \quad (4.13)
\]

#### 4.3.2 Constraint of acceleration and speed of train

We always have: \( a = \frac{dv}{dt} = v \frac{\partial v}{\partial x} \). Since acceleration and speed of train are respectively limited by \( a_{\text{limit}} \) and \( v_{\text{limit}} \), we get:

\[
v \leq v_{\text{limit}}; \quad |a| = \left| v \frac{\partial v}{\partial x} \right| \leq a_{\text{limit}} \quad (4.14)
\]
If we sample several points of eqn (4.13) and eqn (4.14) in the range of \([0; d]\), we obtain inequalities that can be arranged as follows:

\[
G(d_1, d_2, p_1, p_2, p_3) \leq 0 \quad (4.15)
\]

From eqn (4.6), eqn (4.11), and eqn (4.15), we obtain the optimization problem:

- **Cost function:** 
  \[ E_{total} = f(x) \]
- **Equalities:** 
  \[ H(x) = 0 \]
- **Inequalities:** 
  \[ G(x) \leq 0 \]
- **Variables:** 
  \[ x = (d_1, d_2, p_1, p_2, p_3)^T \]

## 5 An effective optimization algorithm for general optimization problems

For solving the constrained optimization problem eqns (4.16), this optimization problem is transformed to the unconstrained optimization problem. Augmented Lagrange algorithm should be used (e.g. Berhe [7]), so the latter objective function is:

\[
F(x, u, v) = f(x) + \mu \sum_{i=1}^{m} \left( \max \left\{ g_i(x) + \frac{u_i}{2\mu}, 0 \right\} \right)^2 - \sum_{i=1}^{m} \frac{u_i^2}{4\mu} + \sum_{j=1}^{p} v_j h_j(x) + \mu \sum_{j=1}^{p} h_j^2(x) \quad (5.1)
\]

where, \(\mu\) is the penalty coefficient (\(\mu > 0\)); \(u\) and \(v\) are respectively Lagrange multipliers of \(G(x)\) and \(H(x)\). Vectors: \(x, u, v, G\) and \(H\) are expanded as below:

\[
x = \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_n \end{bmatrix} ; u = \begin{bmatrix} u_1 \\ u_2 \\ \vdots \\ u_m \end{bmatrix} ; v = \begin{bmatrix} v_1 \\ v_2 \\ \vdots \\ v_p \end{bmatrix} ; G(x) = \begin{bmatrix} g_1(x) \\ g_2(x) \\ \vdots \\ g_m(x) \end{bmatrix} ; H(x) = \begin{bmatrix} h_1(x) \\ h_2(x) \\ \vdots \\ h_p(x) \end{bmatrix} \quad (5.2)
\]

A function \(VIOL(x)\) is defined as a measure of constraint violations as bellow:

\[
VIOL(x) = \max \{ g_i(x), |h_j(x)| : i = 1,2,...,m; j = 1,2,...,p \} \quad (5.3)
\]

Augmented Lagrange algorithm is described in Figure 1.
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As stated in Figure 1, the subprogram: minimize \( F(x, u, v): x \in R^n \) needs calling at each iterative step of \( k \). In general, an iterative-optimization process to find the optimal point of this problem follows the below equation:
\[
x_{l+1} = x_l + \alpha_{l+1} s_{l+1}, \quad l = 0, 1, 2, \ldots
\]

(5.4)

In each iterative step, the moving direction \( s_{l+1} \in R^n \) and the moving step \( \alpha_{l+1} \in R \) are appropriately determined in order to guarantee convergence of the algorithm and its convergence speed. For calculating these values, the method of “Cleft-overstep” by perpendicular direction should be used (e.g. Nguyen and Bui [8]).

A) The moving direction \( s_{l+1} \)

The moving direction \( s_{l+1} \) is calculated by a linear combination of latest inverse-gradient direction vectors of as below:
\[
s_{l+1} = \sum_{l=1}^{r} \theta_{l} v_{l-i+1}, \quad r \leq n
\]

(5.5)
where, \( \theta_i \in R \) is unknown coefficient satisfying the condition: \( \sum_{i=1}^{r} \theta_i = 1 \); 
\( \nabla_{l-r+1} = -\text{grad}\mathcal{F}(x_{l-r+1}) \); grad\((\mathcal{F}(x)) \) – the gradient vector of the optimization function \( \mathcal{F}(x) \); \( r \) is the number of the latest gradient vectors stored in optimization process.

Since the moving direction \( s_{l+1} \) is chosen so that the vector \( s_{l+1} \) is orthogonal with \((r-1)\) vectors of \( \nabla_l - \nabla_{l-1}, \nabla_{l-1} - \nabla_{l-2}, \ldots, \nabla_{l-r+2} - \nabla_{l-r+1} \), the following conditions is satisfied:

\[
(s_{l+1}, \nabla_{l-j+1} - \nabla_{l-j}) = 0; \quad j = 1, 2, \ldots, r - 1 \quad (5.6)
\]

where, \( \langle a, b \rangle \) is denoted as the scalar product of two vectors \( a \) and \( b \).

Thus, the unknown parameters \( \theta_i \) \( (i = 1, 2, \ldots, r) \) can be obtained by solving the following linear algebra equation:

\[
\begin{cases}
\sum_{i=1}^{r} \theta_i = 1 \\
\sum_{i=1}^{r} \theta_i (\nabla_{l-i+1}, \nabla_{l-j+1} - \nabla_{l-j}) = 0; \quad j = 1, 2, \ldots, r - 1
\end{cases} \quad (5.7)
\]

Hence, the moving direction \( s_{l+1} \) is completely determined.

**B) The Moving Step** \( \alpha_{l+1} \)

In order to find \( \alpha_{l+1} \), let \( \alpha = \alpha_{l+1} \) and consider a scalar function of \( \alpha \):

\[
h(\alpha) = \mathcal{F}(x_l + \alpha s_{l+1}); \quad \alpha \geq 0.
\]

Since \( \mathcal{F}(x): x \in R^n \) is continuously differentiable, \( h(\alpha) \) is also a continuously differentiable function of \( \alpha \geq 0 \).

\[
\frac{dh(\alpha)}{d\alpha} = \left( \frac{\partial \mathcal{F}(x_l + \alpha s_{l+1})}{\partial x} \right)^T s_{l+1} = (\nabla \mathcal{F}(x_l + \alpha s_{l+1}), s_{l+1})
\]

thus,

\[
\left( \frac{dh(\alpha)}{d\alpha} \right)_{\alpha=0} = (\nabla \mathcal{F}(x_l), s_{l+1}) < 0 \quad (5.8)
\]

Therefore, \( h(\alpha) \) is monotonically decreasing function in vicinity of \( \alpha \geq 0 \). If \( \inf \{ h(\alpha): \alpha > 0 \} \) exists, there also exits \( \alpha^* \) satisfying: \( \alpha^* = \arg \min \{ h(\alpha): \alpha \geq 0 \} \); \( \alpha^* \) is called the smallest moving step.

It should be noted that if the smallest moving step \( \alpha^* \) is chosen instead of \( \alpha^{s-} \) or \( \alpha^{s+} \), the searching process can be trapped at the cleft before coming the optimal point. However, choosing the moving step \( \alpha^{s-} \) or \( \alpha^{s+} \) ensures that the searching process runs parallel with the cleft in order to come the optimal point, as shown in Figure 2.
The Cleft-overstep principle is to determine the moving step $\alpha^+ \geq \alpha^*$ at each iteration step and satisfy: $h^+ < h^0$, and $\frac{dh(\alpha^+)}{d\alpha} > 0$, as shown in Figure 2. The reason of choosing $\alpha^+$ instead of $\alpha^-$ is that calculation of $\alpha^+$ is easier than that of $\alpha^-$ by observing the change of the sign of $\frac{dh(\alpha)}{d\alpha}$ (e.g. Nguyen and Bui [8]).

C) Numerical gradient calculation

Because the function $F(x)$ is treated as a black box, $\text{grad}(F(x))$ only could be calculated approximately. For the approximation of $\frac{\partial F(x)}{\partial x_i};(i = 1,2,...,n)$, let $y(x_i) = F(x)$ is a function of $x_i$, and the five-point method for the first derivative should be used:

$$\frac{\partial F(x)}{\partial x_i} \approx \frac{-y(x_i+2\Delta x_i)+8y(x_i+\Delta x_i)-8y(x_i-\Delta x_i)+y(x_i-2\Delta x_i)}{12\Delta x_i} \quad (5.9)$$

Because the parameters of running curve are in the very different ranges of value, it is crucial to choose a particular value for each of $\Delta x_i(i = 1, ..., n)$. Here $\Delta x_i$ is chosen based a method in (e.g. Restrepo [9]).

6 Simulation results

The operation parameters of the train and the characteristics of the input motive force are given as Table 2 and Figure 3.

![Figure 2: The Cleft-overstep principle.](image)
Table 2: Operation parameters of train.

<table>
<thead>
<tr>
<th>Definition</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total mass of train</td>
<td>$M$ [ton]</td>
<td>291.32</td>
</tr>
<tr>
<td>Distance</td>
<td>$d$ [m]</td>
<td>2000</td>
</tr>
<tr>
<td>Inverter efficiency</td>
<td>$\eta$</td>
<td>0.8336</td>
</tr>
<tr>
<td>Gradient</td>
<td>$i$ [%]</td>
<td>-</td>
</tr>
<tr>
<td>Running time</td>
<td>$T$ [s]</td>
<td>-</td>
</tr>
<tr>
<td>Limit of Train Speed</td>
<td>$v_{limit}$ [km/h]</td>
<td>100</td>
</tr>
<tr>
<td>Limit of Train Acceleration</td>
<td>$a_{limit}$ [km/h/s]</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 3: Characteristics of input motive force.

6.1 Comparison of optimized running curves with different number of parameterization functions

Simulations are carried out under the conditions: Gradient of uphill 0[%]; the desired running time 120[s]; no limitation of train acceleration; and no use of mechanical brakes (that means $F_{mech}(v) = 0$ in all three modes of train).

With the method of choosing Parameterization functions of the running curve stated in Section 3.2, the constrained optimization problem is solved to find the parameters of these functions with 4 cases: Case 1: The number of parameters of running curves is 18; Case 2, 3, and 4: that number is respectively 24, 30, and 36. This means that we increase the order of parameterization functions to assess the results in each case. Optimized running curves and optimized energy consumption are obtained as Figure 4(a) and Figure 4(b), respectively.

From Figure 4(a), the yellow line, black line, and green line (number of parameters of each line is 24, 30, and 36, respectively) are very close to each other while magenta line (number of parameters is 18) is far from the other lines, which means that when the number of parameters increases, this optimized running curve gets close to a curve so-called the optimal running curve.
From Figure 4(b), when the number of parameters increases, the optimized energy consumption decreases converges to the optimal energy consumption.

From Figure 4(a) and Figure 4(b), it is clearly seen that when the number of parameters increases (higher than 30), the optimized running curve and the optimized energy consumption do not change significantly, so the appropriate number of parameters should be 30 (Case 3). Therefore, we can obtain the parameterization functions of optimal running curve as Table 3.

Table 3: Appropriate parameterization functions of optimal running curve (Case 3: The number of parameters is 30, and \(y_1(x); y_2(x); y_3(x)\) are respectively parameterization functions for powered, coasting, and braking modes).

<table>
<thead>
<tr>
<th>Function</th>
<th>Expression</th>
</tr>
</thead>
</table>
| \(v(x)\) | \[
\begin{aligned}
&\sqrt{2\left(p_{11} x^4 + p_{12} x^3 + p_{13} x^2 + p_{14} x\right)} & \text{if } 0 \leq x \leq d_1^{(1)} \\
&\sqrt{2\left(p_{11} x^4 + p_{12} x^3 + p_{13} x^2 + p_{14} x + p_{15}\right)} & \text{if } d_1^{(1)} \leq x \leq d_1^{(2)} \\
&\sqrt{2\left(p_{11} x + p_{12} x \log(x) + p_{13} x + p_{14}\right)} & \text{if } d_1^{(2)} \leq x \leq d_1^{(3)} \\
&\sqrt{2\left(p_{11} x + p_{12} x \log(x) + p_{13} x + p_{14}\right)} & \text{if } d_1^{(3)} \leq x \leq d_1 \\
\end{aligned}
\]| |
| \(y_1(x)\) | \[
\begin{aligned}
&\sqrt{2\left(p_{11} x^3 + p_{12} x^2 + p_{13} x + p_{14}\right)} & \text{if } 0 \leq x \leq d_2 \\
&\left(p_{11} \ldots p_{14} \ldots p_{15} \ldots p_{14} \ldots p_{14}\right) & \text{if } d_2 \leq x \leq d \\
\end{aligned}
| \(p_1 = \left(p_{11} \ldots p_{14} \ldots p_{15} \ldots p_{14} \ldots p_{14}\right)\)
|
| \(y_2(x)\) | \[
\begin{aligned}
&\sqrt{2\left(p_{21} x^3 + p_{22} x^2 + p_{23} x + p_{24}\right)} & \text{if } 0 \leq x \leq d_2 \\
&\left(p_{21} \ldots p_{24}\right) & \text{if } d_2 \leq x \leq d \\
\end{aligned}
| \(p_2 = \left(p_{21} \ldots p_{24}\right)\)
|
| \(y_3(x)\) | \[
\begin{aligned}
&\sqrt{2\left(p_{31} x^3 + p_{32} x^2 + p_{33} x + p_{34}\right)} & \text{if } 0 \leq x \leq d_2 \\
&\left(p_{31} \ldots p_{34}\right) & \text{if } d_2 \leq x \leq d \\
\end{aligned}
| \(p_3 = \left(p_{31} \ldots p_{34}\right)\)
|

6.2 Comparison of train operation at different running time

In order to evaluate optimal train operation at different running time, we will find optimal running curve in each case of running time using Parameterization functions as stated in Table 3. Simulations are conducted under the same conditions as Section 6.1 except for: Gradient of uphill 2 [%], and the different desired running time: 116; 118; 120; 122; 124; 126; 130; 135; 140(s).

Table 4 shows some simulation data including: actual running time \(T_{\text{actual}}\); the notch-off speed \(v_1\); the notch-off position \(d_1\); the coasting-off speed \(v_2\); the coasting-off position \(d_2\); energy losses by resistance \(E_{\text{resist}}\); and total energy consumption \(E_{\text{total}}\), when the desired running times \(T\) are: 116; 120; 130; 140(s).
Table 4: Simulation data with different running time, $i = 2[\%/\text{h}]$.

<table>
<thead>
<tr>
<th>Sym.</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{actual}}$</td>
<td>s</td>
<td>115.9999</td>
</tr>
<tr>
<td>$d_1$</td>
<td>m</td>
<td>978.9083</td>
</tr>
<tr>
<td>$v_1$</td>
<td>km/h</td>
<td>92.4539</td>
</tr>
<tr>
<td>$d_2$</td>
<td>m</td>
<td>1625.8000</td>
</tr>
<tr>
<td>$v_2$</td>
<td>km/h</td>
<td>86.3708</td>
</tr>
<tr>
<td>$E_{\text{resist}}$</td>
<td>kWh</td>
<td>9.2479</td>
</tr>
<tr>
<td>$E_{\text{total}}$</td>
<td>kWh</td>
<td>19.1572</td>
</tr>
</tbody>
</table>

Figure 4: Comparison of simulation results with different number of parameters. (No. of parameters of running curves in each case is respectively: 18; 24; 30; 36.)

Figure 5(a) shows the optimal running curves; Figure 5(b) shows the relationship between the optimal energy consumption and the running time.

Those simulation data show that the proposed optimization method can ensure high accuracy of running time as desired. In further, we can reduce total energy consumption as well as the notch speed by increasing the running time.

Figure 5: Train operation with different running time, $i = 2[\%/\text{h}]$. 
6.3 Comparison of train operation when train acceleration is limited for passenger’s comfort

To evaluate the effects of train acceleration limitation on the optimal train operation, simulations are carried out under the conditions: the desired running time: 122[s]; Gradient of up-hill 2[{°}/100]; no use of mechanical brakes; and three cases of train acceleration are considered: Case 1: No acceleration limitation; Case 2: \( a_{\text{limit}} = 2.5 \frac{\text{km/h}}{\text{s}} \); and Case 3: \( a_{\text{limit}} = 2.2 \frac{\text{km/h}}{\text{s}} \).

Simulation data from Table 5 and Figure 6(a) show that the train operates at higher speed when the limit of train acceleration decreases. The reason is that because the train must accelerate and decelerate more slowly, it needs running at higher speed in order to keep the running time constant.

From Figure 6(b), when the limit of train acceleration decreases, the optimal energy consumption increases, which means that if we reduce the train acceleration in Powered and Braking modes for passenger’s comfort, the total energy consumption will increase. Thus, there is a trade-off between energy saving and passenger’s comfort.

Table 5: Simulation data in 3 cases of train acceleration limitation. (The desired running time: 122[s]; Gradient of uphill \( i = 2[{°}/100] \)).

<table>
<thead>
<tr>
<th>Sym.</th>
<th>Unit</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_{\text{actual}} )</td>
<td>s</td>
<td>122.0000</td>
<td>121.9999</td>
<td>121.9991</td>
</tr>
<tr>
<td>( d_1 )</td>
<td>m</td>
<td>629.9310</td>
<td>748.4832</td>
<td>1287.9000</td>
</tr>
<tr>
<td>( v_1 )</td>
<td>km/h</td>
<td>83.0486</td>
<td>86.4088</td>
<td>97.9002</td>
</tr>
<tr>
<td>( d_2 )</td>
<td>m</td>
<td>1736.6000</td>
<td>1665.4000</td>
<td>1408.7000</td>
</tr>
<tr>
<td>( v_2 )</td>
<td>km/h</td>
<td>72.2686</td>
<td>77.6088</td>
<td>96.7767</td>
</tr>
<tr>
<td>( E_{\text{resist}} )</td>
<td>kWh</td>
<td>8.7282</td>
<td>8.8911</td>
<td>9.2178</td>
</tr>
<tr>
<td>( E_{\text{total}} )</td>
<td>kWh</td>
<td>16.1726</td>
<td>17.1685</td>
<td>20.9181</td>
</tr>
</tbody>
</table>

Case 1: \( a_{\text{limit}} = \infty \frac{\text{km/h}}{\text{s}} \); Case 2: \( a_{\text{limit}} = 2.5 \frac{\text{km/h}}{\text{s}} \); Case 3: \( a_{\text{limit}} = 2.2 \frac{\text{km/h}}{\text{s}} \).
7 Conclusions

Due to the nonlinear model of train and the constraints of input motive force as well as that of train acceleration, etc. the speed-position relationship is complicated. Therefore, it is crucial to select parameterization functions appropriately. Section 3.2 and Section 6.1 presented a method for choosing these functions as well as the number of their parameters.

In addition, to solve the optimization problem derived in Section 4, the authors developed an effective optimization algorithm that can be applied for general optimization problems. Section 5 discussed about this algorithm.

The advantages of this research are: we can easily put additional constraints in the optimization problem: the input motive force limitation, the train acceleration limitation, the desired running time of each mode of train; no need to solve the differential equations of train at each step of searching process. Drawbacks of this research are: in case of various sectional-speed constraints, many parameterization functions should be used, which increases computation complexity; in the simulations, the authors have not taken into account the use of mechanical brakes. All these problems will be considered in future researches.
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