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Abstract

A neural network based algorithm is presented for solving the stereo vision corre-

spondence problem. The stereo images are divided into blocks and for each block

in the left image its corresponding one in the right image is found. The problem

is presented as the minimization of a cost function which can be the Lyapunov

function of a two-dimensional binary Hop�eld neural network. The states of the

neurons are updated so as to minimize the cost function. The updating procedure

is iterated until the network settles to a stable state. After running the network

some of the matched blocks have multiple matches. A post processing procedure

is used for �nding a single match for every block examined.

1 Introduction

Stereoscopy is useful in, among other applications, the computation of depth

information about a scene [1]. The depth information is essential in many

applications as robotics, photogrammetry and medical imaging. Computing

the displacement or disparity, between two corresponding feature points or
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blocks in the left and right images, the three dimensional coordinates of an

image point in the scene can be found.

A number of methods for the estimation of displacement vector �elds have

been proposed in the literature. Both block-based and feature-based tech-

niques are well researched. Block matching techniques may be realized using

full (exhaustive) search techniques or by faster, limited search techniques.

An e�cient block matching algorithm is the hierarchical [2], in which agree-

ment of large blocks is �rst attained and the block size is subsequently

progressively decreased.

The stereo correspondence problem can be solved by :

� Matching every point in the left image with every point in the right

image [3].

� Extracting distinct features from each image and try to match them

[4].

� Divide each image in blocks and try to match them [5].

The aim of disparity estimation is the matching of corresponding picture

elements in simultaneous 2D pictures of the same 3D scene, viewed under

di�erent perspective angles. Two of those pictures may be the left and

right views of a stereoscopic pair shot by a stereoscopic camera. The dis-

parity vector �elds can be used to predict one image of a stereoscopic pair

from the other, within a disparity compensated coding scheme. Dispar-

ity estimation is crucial in many other applications, such as computation

of intermediate views, distance-to-the-camera keyed segmentation for back-

ground/foreground mixing, or quality control with depth models.

Sparse disparity �elds are used to predict one image of a stereoscopic pair

from another, within a coding scheme using disparity compensated predic-

tion [2, 6, 9] or joint motion and disparity compensated prediction [10].

With a multiview display, this allows the observer to watch the scene from

varying optical angles. In other applications, the generation of intermedi-

ate images is needed even with simple monoscopic displays at the receiver.

For example, simulated eye-contact is known to enhance the \telepresence"

which is desirable in advanced videoconferencing schemes.

The parallelism and the computational power o�ered by neural networks

has made them an alternative to be e�ectively used in image processing.

In [8] an approach in establishing stereo correspondence between features
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of the stereo images using the Hop�eld neural network was presented. In

the present paper, the Hop�eld network is used to establish correspondence

between blocks of the stereo images. In the following, the images are divided

into NB�NB blocks. Blocks in the left image will be denoted using indices

i and j while blocks in the right image using k and l.

The paper is organized as follows. In Section 2 we propose a neural network

technique for disparity and depth estimation. In Section 3 the problem of

extraction of depth from disparity is examined and a number of techniques

are reviewed for solving it. Finally in Section 4 the performance of the

proposed scheme is evaluated experimentally and conclusions are drawn in

Section 5.

2 Description of the Proposed Technique

The Lyapounov function for a 2D binary (two-state) Hop�eld network [7]

is given by

E = �(1=2)
NlX
i=1

NrX
k=1

NlX
j=1

NrX
l=1

TijklVikVjl �
NlX
i=1

NrX
k=1

IikVjl (1)

In the case examined, the cost function given below is minimized

E = �
NlX
i=1

NrX
k=1

NlX
j=1

NrX
l=1

CijklPikPjl �
NlX
i=1

(1�
NrX
k=1

Pik)
2

NlX
j=1

(1�
NrX
l=1

Pjl)
2 (2)

In this equation Pik represents a measure of the match between block i in

the left image and the block k in the right image. Pik is equal to 1 when a

match occurs and to 0 when there is no match between blocks i and k.

The �rst term in the above equation represents the compatibility of a match

between the blocks i and j in the left image and the blocks k and l in the

right image. The second and the third term are used to enforce a uniqueness

constraint where the probabilities (states of neurons) should add up to 1.

Easily,

E = �(1=2)
NlX
i=1

NrX
k=1

NlX
j=1

NrX
l=1

(Cijkl � �ik � �jl)PikPjl �
NlX
i=1

NrX
k=1

2Pik (3)

where �ik if i = k, otherwise 0. The cost function can be Lyapounov function

(1) of a Hop�eld network with states of the neurons V ik = Pik if the input

to each neuron is set to Iik = 2. Also, the connection weights between

                                                Transactions on Information and Communications Technologies vol 19, © 1997 WIT Press, www.witpress.com, ISSN 1743-3517 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                           
 
 
                                                                                  
 
                                                                      
 
                                                                                  
 
 
 
 
 
 

                            
                                                                                  
                                                                                  
                                                                                  
 
 

 
                                                                                                                                         
                                                        

 
                   

 
 
 



two neurons must be de�ned as Tikjl = (Cikjl � �ik � �jl) where Cikjl is the

compatibility measure assumed to be sigmoid :

Cikjl =
2

1 + e�(X��)
� 1 (4)

X = W1j�dj+W2j�Dj+ cj�Bik�Bjlj (5)

where c is a normalization factor and

�Bik =
NB�1X
r=0

NB�1X
q=0

jL[i1 + r; j1 + q]�R[k1 + p; l1 + q]j (6)

In the above equation L; R are the left and right image respectively and

i1; j1 and k1; l1 are the upper left corner coordinates of blocks i and k,

respectively. �d is the di�erence in the disparities of the matched blocks

i; k and j; l. The other comparison factor �D, is the di�erence between

the distance from block i to block j and the distance from block k to block

l. The third term represents the L1 norm of the intensity di�erence between

the corresponding pixels in the left and right image. From the experimental

tests the best values for the parameters wereW1 = 0:2, W2 = 0:2, W3 = 0:6,

� = 1 and � = 10. The largest weight was assigned to W3 since �Bik�Bjl

is the most signi�cant term in X for establishing block matching.

The updating rule for the network is given below :

Pik ! 0 if
NlX
j=1

NrX
l=1

(Cikjl � �ik � �jl)Pjl + 2 < 0 (7)

Pik ! 1 if
NlX
j=1

NrX
l=1

(Cikjl � �ik � �jl)Pjl + 2 > 0 (8)

No change if
NlX
j=1

NrX
l=1

(Cikjl � �ik � �jl)Pjl + 2 = 0 (9)

In these equations blocks i are selected randomly from all blocks in the left

image. The candidates for correspondence blocks k are selected in a window

of dimension 30 � 2 pixels around the center of block i. All other blocks

were assumed to have zero compatibility contributions because they were

too far from block i. Blocks j and l are chosen randomly in a region 15� 2

pixels around block i in the left and right image, respectively.
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3 Depth Estimation from a Pair of Stereoscopic Im-

ages

The method for recovering depth information from the dense disparity �eld

that was presented in [6, 10] was used.

It is clear that the depth estimation problem reduces to the disparity esti-

mation problem from a pair of stereoscopic images. In the simple case of

parallel stereo camera con�guration, the mapping from disparity to depth

and reverse, is straightforward, i.e.

d =
bf

z
(10)

In this case the epipolar lines are horizontal lines. This observation intro-

duces a constraint to the disparity estimation approach used.

The depth estimation under a more general assumption, of a stereoscopic

camera with two converging optical axes is more complicated. Disparity in-

formation can be extracted from the depth information using the geometric

relationships for a stereo camera with converging optical axes:

dx=f

 
(x+b=2) � cos(a=2)�z � sin(a=2)

z � cos(a=2)+(x+b=2) � sin(a=2)
�
(x�b=2) � cos(a=2)+z � sin(a=2)

z � cos(a=2)�(x�b=2) � sin(a=2)

!
;

(11)

dy=f

 
y

z � cos(a=2)+(x+b=2) � sin(a=2)
�

y

z � cos(a=2)�(x�b=2) � sin(a=2)

!
;

(12)

where f is the focal length of the camera, b is the baseline and a is the

convergence angle.

The inverse problem, i.e. estimation of depth from disparity, can be

solved using least squares techniques as follows.

ẑ = (AAT )�1AT
B = f

a[0] � b[0] + a[1] � b[1]

a[0]2 + a[1]2
(13)

where

A =

"
a[0]
a[1]

#
=

"
xl (xrsin(�) + fcos(�)) � f (xrcos(�) � fsin(�))
yl (xrsin(�) + fcos(�)) � fyr

#
:

(14)

and,

B =

"
b[0]

b[1]

#
=

"
b (fcos(�=2) � xlsin(�=2))

�bylsin(�=2)

#
: (15)
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where f is the focal length of the camera, b is the baseline, and � is the

convergence angle between the coordinate axes of the stereoscopic camera

pair. Disparity is used to de�ne the coordinates (xl; yl) in the right channel

image, using the coordinates of its corresponding point (xr; yr) in the left

channel image, using

dx = xl � xr dy = yl � yr (16)

The accuracy in the depth information is very important in applications

such as temporal interpolation and generation of intermediate views. Fur-

thermore, the depth information is very important in object-based coding

schemes with 3-D motion estimation and compensation [6].

4 Experimental Results

The stereo images \Sergio" and \Tunnel" 1 were used for the evaluation of

the performance of the proposed technique. The original left and right sec-

ond frames of \Sergio" and \Tunnel" are shown in Figures 1a and 1b and 2a

and 2b. Block-based disparity estimation with the proposed technique and

with a block size of 8� 8 was performed �rst. The search area for disparity

was chosen to be �15 and �1 pixels for the x and y coordinate respectively.

The computed x-component of the block-based estimated disparity �eld is

shown in Fig. 1c and 2c.

The network was initialized setting Pik = 1 for all i and k blocks, and usually

settled down after less than 20-30 iterations. The network settles down

when it is in its minimum energy. However, local minima can not always

be avoided. The updating procedure is iterated until the network reaches

a stable state. The Hop�eld network presented in [8] for feature matching

needed more than 1000 iterations to settle down. The present network

converges much faster. The drawback of using the Hop�eld network is that

after running it, some of the matched blocks still have multiple matches. To

�nd a single match the techniques presented in [8] for exploiting the noisy y

disparity were used. The disparity vector �eld computed using the present

network, approximate the one provided by the common full search method.

The depth map can also be computed using the techniques described in

Section . The computed depth is computed from a dense disparity �eld

1The image sequence \Tunnel" was shot by CCETT for the purposes of the RACE

DISTIMA and the ACTS PANORAMA projects.
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and has the same resolution with the original image. Figures 1d and 2d

show the depth map corresponding to \Sergio" and \Tunnel", respectively,

quantized into 256 levels. These depth maps were computed from a dense

disparity �eld estimated using the Hop�eld network described above and a

a block consisting of one pixel.

4 Conclusions

A neural network based algorithm was presented for solving the stereo vision

correspondence problem. The stereo images were divided into blocks and

for each block in the left image its corresponding one in the right image was

found. The problem was presented as the minimization of a cost function

which can be the Lyapunov function of a two-dimensional binary Hop�eld

neural network. The states of the neurons were updated so as to minimize

the cost function. The updating procedure was iterated until the network

settles to a stable state. After running the network some of the matched

blocks had multiplematches. A post processing procedure is used for �nding

a single match for every block examined.
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(a) (b)

(c) (d)

Figure 1: (a) Original left channel image \Sergio" (frame 2). (b) Origi-
nal right channel image \Sergio" (frame 2). (c) Block-based estimate of
disparity. (d) Pixel-based estimate of depth.
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(a) (b)

(c) (d)

Figure 2: (a) Original left channel image \Tunnel" (frame 2). (b) Origi-
nal right channel image \Tunnel" (frame 2). (c) Block-based estimate of
disparity. (d) Pixel-based estimate of depth.
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