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Abstract
  
Stereo vision is a straightforward approach for 3D information perception.
However image correspondence is the most difficulty in real-time applications.
In this paper a qualitative 3D scene verification method is proposed.  The
global correspondence problem is simplified to an optimization for disparity
map parameters.  The results of fitting provide the camera pose parameters.
The obstacles are then detected from the abnormality of disparity.  As we
known, simple two-dimensional vision based road following methods are not
sufficient for Autonomous Land Vehicle (ALV) navigation in complex envi-
ronments under arbitrary weather and illumination conditions.  They can not
recognize 3D obstacles efficiently, and may detect the shadow or water on the
road as false obstacles.  In this paper the novel qualitative stereo-vision
method we proposed is designed for real-time obstacle detection on structural
roads.  The optimal disparity map of the image pair can be easily computed,
and it is a linear function on the image plane.  Road scene is verified by the
optimal disparity map.  A morphology procedure is applied for more reliable
abnormal-disparity region extraction.  These regions are the focus-of-attention
parts for following processing, as obstacle avoidance or object recognition.
The algorithm is not correspondence related, so it is very efficient and can be
implemented in real-time.  Experiments show that this approach is simple and
robust.
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1  Introduction
  
Autonomous Land Vehicle (ALV) road following and obstacle avoidance re-
quire real-time algorithms.  These tasks usually rely on special-purpose hard-
ware.  Road following methods can be divided into two categories, which are
region-based and edge-based [1-4].  In our test environment, there are rela-
tively clear boundaries between the road and non-road regions.  We have de-
veloped an efficient real-time lane mark line following system for ALV naviga-
tion [9].  The following procedure can be implemented on a TMS320C30
based image processing board or a personal computer.

The purpose of ALV obstacle detection is to find concave or convex ob-
jects on the ground plane.  The significant feature of these objects is that they
do not satisfy the smooth constraint of the ground.  Previous ALV systems
used to fuse the 2D vision system and the 3D active ranging methods.  For
instance, our ALV utilized the 3D laser radar to obtain the complete depth
maps.  However the active equipment is quite expensive, and a cheaper, reli-
able substitution must be found.

There have been some obstacle detection approaches, as optical-flow based
or image re-projection based.  These schemes all assume that the vehicle is
running on a smooth and straight road without bumping.  These algorithms
require the vehicle situation parameters and they are not real-time as well.

Binocular stereo vision is the most straightforward approach in machine
depth perception.  Although there are some strong constraints, as epipolar
constraints, in stereo vision, the correspondence problem is always regarded as
a global optimization procedure [8].  Therefore the stereo matching is always
the difficulty for its real-time applications.  For example, Reference [5]
presents the NASA planetary mobile robot using correlation-based stereo.  It
can only be implemented near real-time and depends on special correlation
hardware.  Another obstacle detection method using stereo image pair without
matching is present in [6].  However it is indeed reprojection based and
requires fixed calibration parameters beforehand.  It also assumes that the
vehicle egomotion is smooth and steady.

In fact, ALV obstacle avoidance is not a general-purpose stereo task.  It
does not require a complete depth map like that of a laser radar.  It only re-
quires the qualitative information about whether there is or is not an object.
Because the vehicle is perhaps bumping and rolling while going, the disparity
map parameters are varying at all time.  In this paper the parametric model of
the smooth road is established based on a binocular stereo system.  The global
correspondence problem is then changed to a model-based parameter optimiza-
tion of the disparity map.  It is the inverse problem of stereo matching.  Real
road scene is verified by the optimal disparity map.  Then the abnormal regions
of the image are extracted.
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Figure 1:  Parallel-setup stereo system coordinates
  
2  Algorithm description
  
The parallel axis stereo system coordinates are shown in Figure 1.  Assume the
projections of a space point M [ , , ]X Y Z T  are m1 1[ , ]x y T  and m2 2[ , ]x y T  re-
spectively.  The inverse projection form 2D to 3D is
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where f is the focus length, B is the baseline, and the disparity ∆ = −x x1 2.
For the ease of disparity computations, the so-called disparity map coordi-

nates is introduced:
  

x
x x= +1 2

2
y y y= =1 2

(2)

  

Therefore Equation (1) turns to

M = =[ , , ] [ , , ]X Y Z
B

x y fT T

∆
(3)

Regard the road as a plane defined as

Π: Y X Z H= + +α β (4)

where H is the height of camera, H and α, β are all unknown parameters.
If some reference points on the road have been known,

Bi i i i
TX Y Z i N= =[ , , ] , ,...,12

The procedure of finding the optimal fitting plane is to minimize
  

                                                Transactions on Information and Communications Technologies vol 16, © 1996 WIT Press, www.witpress.com, ISSN 1743-3517 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                           
 
 
                                                                                  
 
                                                                      
 
                                                                                  
 
 
 
 
 
 

                            
                                                                                  
                                                                                  
                                                                                  
 
 

 
                                                                                                                                         
                                                        

 
                   

 
 
 



ε 2 2

1

1

2
=

=
∑d i
i

N

( , )B Π (5)

  

where d2( )⋅  is a certain distance measure.  In Ref. [7] we have detailed the 3D
quantization error properties in a binocular stereo system.  It concludes that
the localization uncertainties of further depth are far large than those of the
small depth.  If we choose the Euclidean distance as the measure, i.e.,
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then extra errors will be included.  Generally speaking, the Mahalanobis dis-
tance should be used in above fitting procedure.  However its computational
cost is quite high.  According to the results of [7], we know that the uncer-
tainty of the distance between the fitting point to the fitting plane, increases di-
rect proportionally with Z (the depth of object) or inverse proportionally with ∆
(the disparity of the image).  Thus we choose the following weighted distance
for fitting:
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where the weights are disparity-related:
  

wi i
2 2= ∆

  

Therefore the optimization criterion becomes
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From Equation (3) and (6) we have
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The unknown parameters α, β, h are immediately solved from above equations.
We want to find the optimal disparity map, or the disparity distributions of

the optimal plane on the image.  Consider the following problem, which is to
find the intersection point of the plane Π and the eyesight:
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The unknown parameter τ is solved:
  

τ
α

=
− −

H

y x bf
  

On another hand,
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Therefore the optimal disparity map becomes
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It is a linear function on the image plane.
  
3  Implementation
  
In order to find the road parameters α, β, H, the reference point B B= { }i , i =

1, 2,..., N must be determined before hand.  It's natural to choose the road
boundary points in an ALV system.  In a general-purpose stereo vision system,
It may be implemented by some complex relaxation correspondence procedures
[8].  It's lucky that we have developed a real-time lane mark line following
algorithm used for ALV navigation.  As shown in Figure 2, road boundaries
are traced by a series of square windows with some attributes, as the primary
direction orientation.  According to the epipolar constraints, the pixels in left
and right image on the same scanning line and on the same side are candidate
matches.  If

1) The include angle between WinL.orientation, WinR.orientation and the
vertical line are all less than 45° ;

2) The difference between WinL.orientation and WinR.orientation is less
than 15° ;

then the boundary positions mL  and mR are localized by a one-dimensional
Sobel operator.  mL  and mR are immediately matched.  Therefore corres-
pondence, the most difficult problem in stereo, is avoided.
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Figure 2:  Determine matched edge pixels

   
The experiment is based on a model.  The stereo image of the road is illus-

trated in Figure 3.  The followed boundary is shown in Figure 4.  In the ex-
periment we get
  

α = -0.041,  β = -0.027,  h = 6.29
  

The optimal disparity map is obtained using Equation (10), as shown in Figure
5.  Check each pixel, GL and GR, in left and right image with the disparity that
they "should" have.  The point pair is defined as an abnormal pair if
  

| GL - GL | > θ (11)
  

where θ is a pre-determined threshold.  The extracted abnormal regions on the
road are shown in Figure 6.

A morphology procedure is applied for more reliably region extraction.
Because the obstacles usually have some vertical edges, a small vertical element
[1,1,1]T is used to do an erosion and a dilation operation in succession.  Figure
7 shows the result.  On the original image a obstacle is detected if there was
some black regions of high density, as shown in Figure 8.

Because the most difficult correspondence problem is avoided in our
means, the entirely processing time for obstacle detection is only 165 ms on a
486DX2/66 based personal computer.
  
4  Conclusion
  
As we known, simple two-dimensional vision based ALV road navigation ap-
proaches are not sufficient in complex environments, under arbitrary weather
and illumination conditions.  For instance, they can not recognize 3D obstacles
efficiently; and they may detect the shadow or water on the road as false
obstacles.  In this paper we present a new qualitative stereo-vision method for
real-time obstacle detection on structural roads.  The obstacles are labeled by
verifying the abnormal-disparity regions on the image.  These regions are the
focus-of-attention parts for following processing, as obstacle avoidance or
object recognition.  The algorithm is not correspondence related, so it is very
efficient and can be implemented in real-time.
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Figure 3:  Stereo image of a road model

  

  
Figure 4:  Road boundary obtained by a following program

  

Figure 5:  Optimal disparity map Figure 6:  Disparity-abnormal regions
  

Figure 7:  Filtering by morphology Figure 8:  Detected obstacle
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