CHAPTER 4

Steam power plants

E. Khalil

Department of Mechanical Power Engineering,
Cairo University, Cairo, Egypt.

Abstract

The efficient utilization of fossil energy in power generation together with low pollution in conventional thermal power plants is a topic that is gaining interest internationally. The energy availability and sustainability scenario is an area of growing interest and demand in many countries worldwide due to the greater desire to enhance standards of living, increase productivity and preserve a clean environment. Efficient energy use is favorable for better productivity, product quality, costs, and quality of human life but the use of energy adversely impacts our environment. The fundamental concepts of power generation had been refined to enhance the power generation efficiency through the use of modern techniques of waste heat recovery and co-generation. This chapter summarizes the basic power cycles in steam power plants and outlines the various methods of improvement. The main goal of efficient power generation is, among others, to rationalize the use of fossil fuels and enhance the combustion efficiencies. This is outlined in this chapter through a review of the various combustion modeling techniques for furnace flames under steady and time dependent configurations. The ability of numerical computations to predict the boiler furnace thermal behavior is an ultimate goal. The heat transfer to furnace walls through thermal radiation is reviewed briefly to demonstrate the present capabilities. Boiler furnace walls are subject to the major problems of fouling that result in deterioration of the performance and drastic reduction of the heat transfer characteristics. This work briefly highlights the fouling problem in power plant water walls and proposes a monitoring, inspection, and maintenance schedule. The information provides a quick guide on the commonly faced operation problems and methods to enhance energy conversion efficiency.
1 Introduction

Centralized power generation became possible when it was recognized that alternating current power lines can transport electricity at low costs across great distances by taking advantage of the ability to raise and lower the voltage using power transformers. Since 1881, electricity has been generated for the purpose of powering human technologies from various sources of energy. The first power plants were run on water power or coal, and today we rely mainly on coal, nuclear, natural gas, hydroelectric, and petroleum with a small amount from solar energy, tidal harnesses, wind generators, and geothermal sources. Rotating turbines attached to electrical generators produce most commercially available electricity. Turbines are driven by a fluid, which acts as an intermediate energy carrier. The fluids typically used are:

- **Steam in steam turbines** – Water is boiled by nuclear fission or the burning of fossil fuels (coal, natural gas, or petroleum). Some newer plants use the sun as the heat source: solar parabolic troughs and solar power towers concentrate sunlight to heat a heat transfer fluid, which is then used to produce steam. Another renewable source of heat used to drive a turbine is geothermal power. Either steam under pressure emerges from the ground and drives a turbine or hot water evaporates a low-boiling liquid to create vapor to drive a turbine.
- **Water in hydraulic turbines** – Turbine blades are acted upon by flowing water, produced by hydroelectric dams or tidal forces.
- **Wind** – Most wind turbines generate electricity from naturally occurring wind. Solar updraft towers use wind that is artificially produced inside the chimney by heating it with sunlight.
- **Hot gases in gas turbines** – Turbines are driven directly by gases produced by the combustion of natural gas or oil.

**Combined cycle gas turbine plants** are driven by both steam and gas. They generate power by burning natural gas in a gas turbine and use residual heat to generate additional electricity from steam. These plants offer efficiencies of up to 60%.

Various other technologies have been studied and developed for power generation. Solid-state generation (without moving parts) is of particular interest in portable applications. This area is largely dominated by thermoelectric (TE) devices, though thermionic (TI) and thermo-photovoltaic (TPV) systems have been developed as well. Typically, TE devices are used at lower temperatures than TI and TPV systems. **Piezoelectric devices** are used for power generation from mechanical strain, particularly in power harvesting. **Betavoltaics** are another type of solid-state power generator, which produces electricity from radioactive decay. **Fluid-based magnetohydrodynamic** power generation has been studied as a method for extracting electrical power from nuclear reactors and also from more conventional fuel combustion systems. Electrochemical electricity generation is also important in portable and mobile applications. Currently, most electrochemical power comes from closed electrochemical cells (“batteries”), which are arguably utilized more
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as storage systems than generation systems, but open electrochemical systems, known as fuel cells, have been undergoing a great deal of research and development in the last few years. Fuel cells can be used to extract power either from natural fuels or from synthesized fuels (mainly electrolytic hydrogen) and so can be viewed as either generation systems or storage systems depending on their use.

Factors and parameters affecting the selection of steam power plant capacities and sites [1]:

1. Types of service (base load or peak load).
2. Location (relative to water and fuel).
3. Space available (each power plant has a certain area/unit energy produced).
4. Reliability: Steam turbine life is extremely long. There are steam turbines that have been in service for over 50 years. Overhaul intervals are measured in years. When properly operated and maintained (including proper control of boiler water chemistry), steam turbines are extremely reliable. They require controlled thermal transients as the massive casing heats up slowly and differential expansion of the parts must be minimized.
5. Environment: Emissions associated with a steam turbine are dependent on the source of the steam. Steam turbines can be used with a boiler firing any one or a combination of a large variety of fuel sources, or they can be used with a gas turbine in a combined cycle configuration. Boiler emissions vary depending on fuel type and environmental conditions. Boiler emissions include nitrogen oxide (NO\(_x\)), sulfur oxides (SO\(_x\)), particulate matter (PM), carbon monoxide (CO), and carbon dioxide (CO\(_2\)). Recently, NO\(_x\) control has been the primary focus of emission control research and development in boilers. The following provides a description of the most prominent emission control approaches [2]. Combustion control techniques are less costly than post-combustion control methods and are often used on industrial boilers for NO\(_x\) control. Control of combustion temperature has been the principal focus of combustion process control in boilers. Combustion control requires tradeoffs – high temperatures favor complete burn-up of the fuel and low residual hydrocarbons and CO, but promote NO\(_x\) formation. Very lean combustion dilutes the combustion process and reduces combustion temperatures and NO\(_x\) formation. However, if the mixture is too lean, incomplete combustion occurs, increasing CO emissions [3].
6. Cost (capital cost and maintenance cost): There is broad consensus among scientists that we are not close to running out of fossil fuels. Despite this abundance, political considerations over the security of supplies, environmental concerns related to global warming and sustainability might move the world’s energy consumption away from fossil fuels. A government-led move away from fossil fuels would most likely create economic pressure through carbon emissions trading and green taxation. Some countries are taking action as a result of the Kyoto Protocol, and further steps in this direction are proposed. For example, the European Commission has proposed that the energy policy of the European Union should set a binding target of increasing the level of renewable energy in the EU’s overall mix from <7% today to 20% by 2020.
2 Energy scenarios

2.1 Crude oil production

World crude oil production during August 2005 was 74 million barrels per day, up 0.2 million barrels per day from the level in the previous month. OPEC (Organization of the Petroleum Exporting Countries) production during August 2005 averaged 31 million barrels per day, down 0.1 million barrels per day from the level in the previous month. During August 2005, production increased in the United Arab Emirates by 50,000 barrels per day; Algeria by 20,000 barrels per day; Libya by 15,000 barrels per day; and Iran by 10,000 barrels per day. Production decreased in Nigeria and Iraq each by 100,000 barrels per day and remained unchanged in Saudi Arabia, Venezuela, Kuwait, Indonesia, and Qatar. Among the non-OPEC nations, production during August 2005 increased in Mexico by 332,000 barrels per day; Russia by 150,000 barrels per day; the United States by 29,000 barrels per day; and China by 14,000 barrels per day. Production decreased in the United Kingdom by 215,000 barrels per day; Canada by 92,000 barrels per day; Norway by 72,000 barrels per day; and Egypt by 3000 barrels per day [4].

2.2 Petroleum consumption

In July 2005, consumption in all OECD (Organization for Economic Cooperation and Development) countries was 49 million barrels per day, 1% (percentage changes are based on unrounded data) lower than the July 2004 rate. Comparing July rates in 2005 and 2004, consumption was higher in 2005 in Canada (+1%) and South Korea (+1%). The July 2005 consumption rate was lower in Italy (–7%); Germany (–4%); France and Japan (each –2%); the United Kingdom (–1%); and the United States (less than –1%), compared with the rate one year earlier.

2.3 Petroleum stocks

For all OECD countries, petroleum stocks at the end of July 2005 totaled 4.2 billion barrels, 4% (percentage changes are based on unrounded data) higher than the ending stock level in July 2004. Stock levels were higher in July 2005 in the United States (+6%); France (+4%); Germany (+3%); and Canada and Japan (each +2%). Stock levels were lower in the United Kingdom (–6%) and South Korea and Italy (each –2%), compared with levels one year earlier.

3 Steam power plants cycles

3.1 Basic cycle description

Rankine cycles describe the operation of steam heat engines commonly found in power generation plants as schematically shown here in Fig. 1. In such vapor
power plants, power is generated by alternately vaporizing and condensing a working fluid (in many cases water, although refrigerants such as ammonia may also be used) [1].

There are four processes in the Rankine cycle, each changing the state of the working fluid. These states are identified by number in Fig. 1.

- **Process 1-2**: First, the working fluid is pumped (ideally isentropically) from low to high pressure by a pump. Pumping requires a power input (for example mechanical or electrical).
- **Process 2-3**: The high pressure liquid enters a boiler where it is heated at constant pressure by an external heat source to become a saturated vapor. Common heat sources for power plant systems are coal, natural gas, or nuclear power.
- **Process 3-4**: The saturated vapor expands through a turbine to generate power output. Ideally, this expansion is isentropic. This decreases the temperature and pressure of the vapor.
- **Process 4-1**: The vapor then enters a condenser where it is cooled to become a saturated liquid. This liquid then re-enters the pump and the cycle repeats.

### 3.2 Actual Rankine cycle

In actual situations, both the water pumps and the steam Turbines do not operate isentropically and losses result in more power demand for pumping and less power actually generated by steam to blades [1]. The actual Rankine cycle is shown in Fig. 2.

Such losses are clearly shown in the following comparisons. That is,

\[ h_3 - h_4 < h_3 - h_{4s} \quad \text{and} \quad h_2 - h_1 > h_{2s} - h_1 \]

The performance of an actual turbine or pump is usually expressed in terms of isentropic efficiency. The isentropic efficiency of a turbine (\( \eta_T \)) is defined as the ratio of “work delivered by the actual turbine” to “work delivered by an isentropic turbine.”
The isentropic efficiency of a pump ($\eta_p$) is defined as the ratio of “work required by an isentropic pump” to “work required by the actual pump.”

$$\eta_p = \frac{h_2 - h_1}{h_2 - h_1}$$  \hspace{1cm} (2)

3.3 Efficiency improvements in power plants

It is well known that the cycle efficiency is generally proportional to

$$\eta \propto 1 - \frac{T_L}{T_H}$$  \hspace{1cm} (3)

The question that emerges is how to improve the cycle efficiency; naturally through lowering the heat sink temperature $T_L$ and/or raising the heat source temperature $T_H$.

3.3.1 Lowering the condenser pressure

Setting the steam condenser pressure is generally restricted by the temperature of the available condenser water (lake, river, etc.) typically around 25°C or condenser saturation pressure of around $P_{sat} \approx 3.2$ kPa.
The pressure at the exit of the turbine can be less than atmospheric pressure with a condenser and the closed loop of the condenser permits the use of high water quality on the steam cycle side. However, lowering condenser pressure is not unlimited as it depends on the design condenser temperature and the limits of lower steam quality at turbine exit. In Fig. 3, the shaded area represents the gain in network of the system due to lowering the condenser pressure.

3.3.2 Superheating the steam to high temperatures
The average temperature at which heat is supplied in the boiler can be increased by superheating the steam. Dry saturated steam from the boiler is passed through a second bank of smaller bore tubes within the boiler until the steam reaches the required temperature. The value of $T_H$, the mean temperature at which heat is added, increases, while $T_L$ remains constant. Therefore, the efficiency increases.

The quality of the turbine exhaust termed, $x$, increases, the value of steam dryness fraction at turbine exit should not be lower than about 0.9 to prevent water droplets effects on blading efficiency, as outlined in Fig. 4. With sufficient superheating, the turbine exhaust conditions may well fall in the superheated region.

3.3.3 Increasing the boiler pressure
Increasing the operating pressure of the boiler automatically raises the temperature at which boiling takes place. This consequently raises the average temperature
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at which heat is added to the steam and thus raises the thermal efficiency of the cycle as indicated in Fig. 5.

An increase in boiler pressure results in a higher $T_H$ for the same $T_L$, therefore higher cycle thermal efficiency $\eta$. But state 4' indicates a lower steam quality than state 4, then more wet steam at the turbine exhaust is expected; this may result in cavitation of the turbine blades at the last low pressure stages. Consequently, the efficiency is decreased and the cost of maintenance increases. It is recommended to keep the steam quality higher than 90% at the turbine exhaust section.

3.3.4 Rankine cycle with reheat

1. The moisture content at the exhaust of the turbine should be no greater than 10% – this can result in physical erosion of the turbine blades.

Figure 4: Increase $T_H$ by adding superheat.

Figure 5: Effect of increasing the boiler pressure.
2. As higher boiler pressures are required for high efficiency, this leads to a higher moisture content ratio in the low pressure turbine expansion [1].

3. To improve the turbine exhaust steam conditions, the steam can be reheated between two turbine expansion stages or steps as indicated in Fig. 6. The following points emerge:

- The temperature of the steam entering the turbine is limited by metallurgical constraints.
- Modern boilers can handle up to 30 MPa and a maximum temperature of $t_{\text{max}} \approx 650^\circ \text{C}$.
- Materials, such as ceramic blades, can handle temperatures up to 750°C.

**Advantages of using Rankine cycle with reheat:** This arrangement provides high steam quality or even slightly superheated vapor at turbine exit. Therefore, for a given $T_H$ the Rankine cycle, efficiency increases without reducing the steam quality at turbine exit.

**Rankine cycle with regeneration:** To increase the cycle efficiency, to near the Carnot cycle efficiency, added heat $Q_H$ should be at as high temperature $T_H$ as it possibly can. Also, heat should be rejected, $Q_L$, at the lowest possible $T_L$. In such configuration, the Rankine cycle is provided with *feed water heaters (FWHs)* to heat the high-pressure sub-cooled water at the exit of the pump to the saturation temperature. As shown in Fig. 7, most of the heat addition ($Q_H$) is performed at high temperature.

**Feed water heaters:** There are two different types of FWHs commonly used in power plants: *open FWH*, where the two streams of high temperature steam and low temperature water mix in an open heater at constant pressure; *closed FWH*, where a heat exchanger is used to transfer heat between the two streams but the two streams do not mix. The two streams can be naturally maintained at different pressures.

![Figure 6: Rankine cycle with reheat.](image-url)
1. **Open FWH:** In this arrangement, the working fluid passes isentropically through the turbine stages and pumps. Steam enters the first stage turbine at state 1 and expands to state 2 – where a fraction of the total flow is bled off into an open FWH at $P_2$. The rest of the steam expands into the second stage turbine at state point 3. This portion of the fluid is condensed and pumped as a saturated liquid to the FWH at $P_2$. A single mixed stream exits the FWH at state point 6. The mass flow rates through each of the components are typically calculated by performing a mass balance over the turbine. A heat balance is also performed to calculate the various enthalpies at various states.

2. **Closed FWH:** Such configuration can be practically realized in two alternatives typically:
   - Pump the condensate back to the high-pressure line (Fig. 8a).
   - A steam trap is inserted in the condensed steam line that allows only liquid to pass (Fig. 8b).

The incoming feed water does not mix with the extracted steam; both streams flow separately through the heater, hence the two streams can have different pressures.

*Advantages of using heat regeneration:* 

1. It improves the cycle efficiency.
2. It provides a convenient means of deaerating the feed water (removing the air that leaks in at the condenser) to prevent corrosion in the boiler.
3. It also helps to control the large volume flow rate of the steam at the final stages of the turbine.

Figure 9 shows the effect of the number of FWHs on the thermal efficiency; increasing the number of FWHs improves the thermal efficiency. This is, however, limited by the cost and there is an optimum. Modern steam power plants often use as many as eight FWHs. Some of these may be open FWHs, which allows for deaerating of
the feed water to prevent boiler corrosion and some are also of the closed type. The optimum number of FWHs is usually determined from economic considerations [1].

An example of the energy balance (Sankey diagram) of a multistage steam turbine unit in operation in one of the power plants in Egypt is shown in Fig. 10. The diagram identifies the input from the boiler and losses at the various components.
The output power is indicated as the sum of the high-, intermediate- and low-pressure stages. Heat rejected in the condenser was shown to be 393.9 MW [5].

Table 1 lists the performance of a 330 MW steam turbine working in a Steam Power Plant in Cairo, Egypt. The performance indices are those of July 2007. The average thermal efficiency was 37.582%. Improvements can well be implemented by cogeneration and reducing losses [5].

4 Boiler furnace combustion

In furnaces and combustors, it is most essential to represent adequately the characteristics of heat transfer and energy balance in a mathematical model of the flow and reaction processes. This is done to enable determination of the actual heat flux distribution to the furnace walls and to predict the local gas temperature distribution. In real furnaces and combustors, two modes of heat transfer exist, namely radiation and convection. A fundamental calculation of heat transfer requires the simultaneous solution of fluid flow, chemical reaction, and energy transfer. The inter-dependence and interaction of these processes make the problem extremely complex; the general approach adopted is to develop simplified models that deal with the turbulence and the reaction characteristics. Radiative and convective heat transfer is discussed here in terms of available models, their assumptions, formation and validation in furnaces and combustion chambers.

4.1 Turbulent combustion

4.1.1 Introduction

Turbulent combustion modeling is an essential tool for the design of furnaces and combustors. Such models yield closure to the fuel mass fraction conservation

Figure 10: Power flow diagram for a 330 MW steam turbine unit.
Table 1: Steam turbine power plant performance table (300 MW, July 2007) [3].

<table>
<thead>
<tr>
<th>Day</th>
<th>Fuel</th>
<th>Fuel consumption (ton/day)</th>
<th>Fuel equ. power (MW hr)</th>
<th>Power generated (MW hr)</th>
<th>Average power (MW)</th>
<th>Gen. power factor (%)</th>
<th>Thermal efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>July 1</td>
<td>Oil</td>
<td>1177.67</td>
<td>14518.0541</td>
<td>5341.98</td>
<td>226.3325</td>
<td>68.59</td>
<td>37.41534</td>
</tr>
<tr>
<td>July 2</td>
<td>Oil</td>
<td>1240.8</td>
<td>15296.3067</td>
<td>5711.29</td>
<td>237.9704</td>
<td>72.11</td>
<td>37.3371</td>
</tr>
<tr>
<td>July 3</td>
<td>Oil</td>
<td>1233</td>
<td>15200.15</td>
<td>5710.95</td>
<td>237.9563</td>
<td>72.11</td>
<td>37.57167</td>
</tr>
<tr>
<td>July 4</td>
<td>Oil</td>
<td>1182</td>
<td>14571.4333</td>
<td>5457.28</td>
<td>227.3867</td>
<td>68.91</td>
<td>37.45191</td>
</tr>
<tr>
<td>July 5</td>
<td>Gas</td>
<td>1099.8</td>
<td>13558.09</td>
<td>5103.89</td>
<td>212.6621</td>
<td>64.44</td>
<td>37.64461</td>
</tr>
<tr>
<td>July 6</td>
<td>Gas</td>
<td>1033.47</td>
<td>12740.3885</td>
<td>4837.2</td>
<td>201.55</td>
<td>61.08</td>
<td>37.96745</td>
</tr>
<tr>
<td>July 7</td>
<td>Gas</td>
<td>1271.3</td>
<td>15672.3039</td>
<td>5984.45</td>
<td>249.3521</td>
<td>75.56</td>
<td>38.18488</td>
</tr>
<tr>
<td>July 8</td>
<td>Gas</td>
<td>1203.2</td>
<td>14832.7822</td>
<td>5648.5</td>
<td>235.3542</td>
<td>71.32</td>
<td>38.08119</td>
</tr>
<tr>
<td>July 9</td>
<td>Gas</td>
<td>1063.5</td>
<td>13110.5917</td>
<td>5207.6</td>
<td>216.9833</td>
<td>65.75</td>
<td>39.72056</td>
</tr>
<tr>
<td>July 10</td>
<td>Gas</td>
<td>1154.6</td>
<td>14233.6522</td>
<td>5272.15</td>
<td>219.6729</td>
<td>66.57</td>
<td>37.04004</td>
</tr>
<tr>
<td>July 11</td>
<td>Gas</td>
<td>1291.4</td>
<td>15920.0922</td>
<td>6089.47</td>
<td>253.7279</td>
<td>76.89</td>
<td>38.25022</td>
</tr>
<tr>
<td>July 12</td>
<td>Gas</td>
<td>1225.2</td>
<td>15103.3933</td>
<td>5799.96</td>
<td>241.665</td>
<td>73.23</td>
<td>38.40018</td>
</tr>
<tr>
<td>July 13</td>
<td>Gas</td>
<td>1081.6</td>
<td>13333.7244</td>
<td>5126.27</td>
<td>213.5946</td>
<td>64.73</td>
<td>38.4459</td>
</tr>
<tr>
<td>July 14</td>
<td>Gas</td>
<td>1091.7</td>
<td>13458.235</td>
<td>5079.07</td>
<td>211.6279</td>
<td>64.13</td>
<td>37.7395</td>
</tr>
<tr>
<td>July 15</td>
<td>Gas</td>
<td>1147.2</td>
<td>14142.4267</td>
<td>5418.56</td>
<td>225.7733</td>
<td>68.42</td>
<td>38.31422</td>
</tr>
<tr>
<td>July 16</td>
<td>Gas</td>
<td>1243.95</td>
<td>15335.1392</td>
<td>5846.9</td>
<td>243.6208</td>
<td>73.82</td>
<td>38.12747</td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>Day</th>
<th>Fuel</th>
<th>Fuel consumption (ton/day)</th>
<th>Fuel equ. power (MW hr)</th>
<th>Power generated (MW hr)</th>
<th>Average power (MW)</th>
<th>Gen. power factor (%)</th>
<th>Thermal efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>July 17</td>
<td>Gas</td>
<td>1343.3</td>
<td>16559.9039</td>
<td>6156.6</td>
<td>256.525</td>
<td>77.73</td>
<td>37.17775</td>
</tr>
<tr>
<td>July 18</td>
<td>Gas</td>
<td>1264</td>
<td>15582.3111</td>
<td>5764.53</td>
<td>240.1888</td>
<td>72.78</td>
<td>36.99406</td>
</tr>
<tr>
<td>July 19</td>
<td>Oil</td>
<td>1212.6</td>
<td>14948.6633</td>
<td>5586.84</td>
<td>232.785</td>
<td>70.54</td>
<td>37.37351</td>
</tr>
<tr>
<td>July 20</td>
<td>Oil</td>
<td>1045.5</td>
<td>12888.6917</td>
<td>4851.38</td>
<td>202.1408</td>
<td>61.25</td>
<td>37.64059</td>
</tr>
<tr>
<td>July 21</td>
<td>Oil</td>
<td>1156.6</td>
<td>14258.3078</td>
<td>5255.03</td>
<td>218.9596</td>
<td>66.35</td>
<td>36.85592</td>
</tr>
<tr>
<td>July 22</td>
<td>Oil</td>
<td>1035.6</td>
<td>12766.6467</td>
<td>4563.67</td>
<td>190.1529</td>
<td>57.62</td>
<td>35.74682</td>
</tr>
<tr>
<td>July 23</td>
<td>Oil</td>
<td>1117.9</td>
<td>13781.2228</td>
<td>4941.78</td>
<td>205.9075</td>
<td>62.40</td>
<td>35.85879</td>
</tr>
<tr>
<td>July 24</td>
<td>Oil</td>
<td>1227.86</td>
<td>15136.7852</td>
<td>5602.9</td>
<td>233.4542</td>
<td>70.74</td>
<td>37.01513</td>
</tr>
<tr>
<td>July 25</td>
<td>Oil</td>
<td>1292.14</td>
<td>15929.2148</td>
<td>5943.79</td>
<td>247.6579</td>
<td>75.05</td>
<td>37.31377</td>
</tr>
<tr>
<td>July 26</td>
<td>Oil</td>
<td>1341.3</td>
<td>16535.2483</td>
<td>6105.64</td>
<td>254.4017</td>
<td>77.09</td>
<td>36.925</td>
</tr>
<tr>
<td>July 27</td>
<td>Oil</td>
<td>1114.3</td>
<td>13736.8428</td>
<td>5323.69</td>
<td>221.8204</td>
<td>67.22</td>
<td>38.75483</td>
</tr>
<tr>
<td>July 28</td>
<td>Oil</td>
<td>1294.12</td>
<td>15953.6238</td>
<td>5964.42</td>
<td>248.5175</td>
<td>75.31</td>
<td>37.38599</td>
</tr>
<tr>
<td>July 29</td>
<td>Oil</td>
<td>1375.5</td>
<td>16956.8583</td>
<td>6321.11</td>
<td>263.3796</td>
<td>79.81</td>
<td>37.2776</td>
</tr>
<tr>
<td>July 30</td>
<td>Oil</td>
<td>1346.3</td>
<td>16596.8872</td>
<td>6201.6</td>
<td>258.4</td>
<td>78.30</td>
<td>37.36604</td>
</tr>
<tr>
<td>July 31</td>
<td>Oil</td>
<td>1444.95</td>
<td>17813.0225</td>
<td>6709.62</td>
<td>279.5675</td>
<td>84.72</td>
<td>37.66694</td>
</tr>
<tr>
<td>Average values</td>
<td></td>
<td>1204.915</td>
<td>14853.922</td>
<td>5581.230</td>
<td>232.551</td>
<td>70.470</td>
<td>37.582</td>
</tr>
</tbody>
</table>
equations and those relating to the progress of reaction. The turbulence – combustion interactions and density fluctuation correlations play an important role in the adequacy of the predicted flow pattern and heat transfer [6].

4.1.2 Mathematical formulation
Three time averaged velocity components in X, Y, and Z coordinate directions were obtained by solving the governing equations using a “SIMPLE numerical algorithm” (semi-implicit method for pressure linked equation). The turbulence characteristics were represented by a modified and appropriately extended two-equation $k–\varepsilon$ model [7, 8] to account for normal and shear stresses and near-wall functions. Fluid properties such as densities, viscosity and thermal conductivity were obtained from references [9–13]. The present work uses the computer program 3DHVAC [7, 8]. The program solves the differential equations governing the transport of mass, three momentum components, energy, relative humidity, and the air age in 3D configurations. The different governing partial differential equations are typically expressed in a general form as:

$$\text{Div}(\rho V \Phi - \Gamma_{\Phi,\text{eff}} \cdot \text{grad} \Phi) = S_{\Phi}$$

(4)

where $\rho$ is the air density (kg/m$^3$), $\Phi$ is the dependent variable, $V$ is the velocity vector, $\Gamma_{\Phi,\text{eff}}$ is the effective diffusion coefficient, $S_{\Phi}$ is the source term of $\Phi$.

The effective diffusion coefficients and source terms for the various differential equations are listed in Table 2.

The solution of the governing equations can be realized through the specifications of appropriate boundary conditions. The values of velocity, temperature, kinetic energy, and its dissipation rate should be specified at all boundaries.

Table 3 highlights the boundary conditions.

<table>
<thead>
<tr>
<th>Equation Type</th>
<th>$\Phi$</th>
<th>$\Gamma_{\Phi,\text{eff}}$</th>
<th>$S_{\Phi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuity</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-momentum</td>
<td>$U$</td>
<td>$\mu_{\text{eff}}$</td>
<td>$-\partial P/\partial x + S_U$</td>
</tr>
<tr>
<td>Y-momentum</td>
<td>$V$</td>
<td>$\mu_{\text{eff}}$</td>
<td>$-\partial P/\partial y + S_V$</td>
</tr>
<tr>
<td>Z-momentum</td>
<td>$W$</td>
<td>$\mu_{\text{eff}}$</td>
<td>$-\partial P/\partial z + S_W + \rho g \Delta t$</td>
</tr>
<tr>
<td>H-equation</td>
<td>$H$</td>
<td>$\mu'_{\text{eff}}$</td>
<td>$S_H$</td>
</tr>
<tr>
<td>$k$-equation</td>
<td>$K$</td>
<td>$\mu'_{\text{eff}}$</td>
<td>$G - \rho \varepsilon$</td>
</tr>
<tr>
<td>$\varepsilon$-equation</td>
<td>$\varepsilon$</td>
<td>$\mu'_{\text{eff}}$</td>
<td>$C_1 \varepsilon G k - C_2 \varepsilon^2 / k$</td>
</tr>
</tbody>
</table>

$\mu'_{\text{eff}} = \mu_{\text{eff}} / \sigma_m + \mu_t / \sigma_\rho$ and for momentum $\mu_{\text{eff}} = \mu_{\text{tum}} + \mu_t$

$G = \mu \left[ (\partial U/\partial x)^2 + (\partial V/\partial y)^2 + (\partial W/\partial z)^2 + (\partial U/\partial y + \partial V/\partial x)^2 + (\partial V/\partial z + \partial W/\partial y)^2 + (\partial U/\partial z + \partial W/\partial x)^2 \right]$

$C_1 = 1.44, C_2 = 1.92, C_3 = 0.09$.

$\sigma_m = 0.7, \sigma_\rho = 0.9, \alpha_1 = 1.0, \sigma_\rho = 1.3$, for other equations $\sigma_\rho = 0.7$. 
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4.2 Combustion models

A total of 11 combustion models have been used together with equations for $U$, $V$, $W$, $k$, and $\varepsilon$. They are summarized on the following panels and their relative merits identified. All models require the solution of equations, of the general form (4).

Here $\Phi = H$ and $f$, where

$$H = M_{fu} H_{fu} + \sum M_i C_p T_a + \frac{1}{2} (U^2 + V^2 + W^2)$$

(5)

and

$$f = \frac{f_1}{f_2}$$

$$f_1 = [M_{fu} - (M_{ox} i)] - [M_{fu} - (M_{ox} i)]_{\text{air stream}}$$

$$f_2 = [M_{fu} - (M_{ox} i)]_{\text{fuel stream}} - [M_{fu} - (M_{ox} i)]_{\text{air stream}}$$

where $i$ is the stoichiometric ratio; $M_{fu}$ is the fuel mass fraction; $M_{ox}$ is the oxidant mass fraction; $U$, $V$, $W$ are the mean velocity components in the $X$, $Y$, and $Z$ coordinate directions; $C_p$ is the specific heat at constant pressure of the species; $T_a$ is the mean temperature of species.

4.2.1 Fast chemical reactions models
4.2.1.1 Combustion model 1

1. Fuel and oxidant do not coexist at same place at any time, reaction rate is infinitely fast, equilibrium is attained [1, 2].
2. An equation for mixture fraction \((f)\) that has no source term is solved.

3. There are no fluctuations for \((f)\).

\[ C_p T = H - M_{fu} H_{fu} + f(H_{fu} + C_p T_{fuel \ stream}) + (1 - f)(C_p T_{air \ stream}) \]

with \( C_0 = \sum G_a C_{0a} / \sum G_a \) and \( C_{0a} = a_0 + a_1 T + a_2 T^2 + a_3 T^3 \)

4.2.1.2 Combustion model 2

1. The effect of concentration fluctuations is considered here in terms of \((g)\) which is the concentration fluctuations expressed as \( g = \text{square of } (f') \) fluctuations.

2. The modeled form of the scalar transport equation has a source term expressed in terms of generation term of concentration fluctuations and its dissipation rate.

3. Two delta functions at \( f = 0 \) and \( f = 1 \) were assumed.

\[ C_p T = H - M_{fu} H_{fu} + f(H_{fu} + C_p T_{fuel \ stream}) + (1 - f)(C_p T_{air \ stream}) \]

unless \( f > 0 \), where \( f = \alpha f_a + (1 - \alpha) f, T = \alpha T_a + (1 - \alpha) T \). (\( \alpha \) is a fraction less than unity), and

\[ T^2 = \alpha (T_a - T)^2 + (1 - \alpha) (T - T)^2 \quad (6) \]

Computing time = 1.25 × that for model 1.

4.2.1.3 Combustion model 3

1. The modeled form of the scalar transport equation has a source term expressed in terms of generation term of concentration fluctuations and its dissipation rate.

2. A clipped Gaussian probability distribution of mixture fraction \((f)\) is incorporated instead of the two delta functions at \( f = 0 \) and \( f = 1 \).

3. The model requires the solution of transport equations for \( f \) and \( g \) as well as those of the mass, momentum and energy.

Equation (7) is expressed as:

\[ T = AT_{air \ stream} + BT_{fuel \ stream} + \frac{1}{\sigma^2 R_0} \int \left[ \frac{H - M_{fu} H_{fu} - \exp \left[ -\frac{1}{2} \left( \frac{f - \mu}{\sigma} \right)^2 \right]}{C_p \rho} \right] df \]

\[ M_{fu} = \frac{1}{01} M_{fu}(f) P(f) \]

Equation (7) above gives the fuel mass fraction and similar equations for other scalar properties.

Computing time = 1.4 × that for model 1.

4.2.2 Finite chemical reaction rate models

4.2.2.1 Combustion model 4

1. In this situation, fuel and oxidant are mixed prior to combustion in a single step; finite rate is assumed.

2. The modeled form of the scalar transport equation has a source term expressed in an Arrhenius form for the reaction rate.
This model requires the solution of transport equations for fuel mass fraction \( M_{fu} \). The effect of turbulence on reaction rates may be introduced as: \( m_{ox}^2 \), \( m_{fu}^2 \), \( m_{ox}m_{fu} \), etc. [14–16].

\[
R_{fu} = A\rho^2 M_{ox} M_{fu} \exp(-E/RT) \quad \text{Arrhenius} \quad (8)
\]
or

\[
R_{fu} = C_R S_{fu}^{1/2} \rho e / k \quad \text{Eddy break up} \quad (9)
\]

where \( R_{fu} \) is the rate of fuel consumption, \( A \) is the pre-exponential constant, \( E \) is the activation energy, \( R \) is the universal gas constant, \( g \) is the square of concentration fluctuations, \( C_R \) is a constant. 

The source term in the \( g \) equation is taken be \( (\partial M_{fu}/\partial x_i)^2 \) and not \( (\partial f/\partial x_i)^2 \). 

Computing time = 1.7 × that for model 1.

4.2.2.2 Combustion model 5

1. In this situation, fuel and oxidant are mixed prior to combustion in a multi-steps; Finite rate is assumed.
2. The modeled form of the scalar transport equation has a source term expressed in an Arrhenius form for the reaction rate for each intermediate reaction step.
3. This model requires the solution of transport equations for fuel mass fraction \( M_{fu} \). The effect of turbulence on reaction rates may be introduced as: \( m_{ox}^2 \), \( m_{fu}^2 \), \( m_{ox}m_{fu} \), etc.

\[
\begin{align*}
\text{CH}_4 + \text{OH} & \rightarrow \text{CH}_3 + \text{H}_2 \text{O} \\
\text{CH}_4 + \text{H} & \rightarrow \text{CH}_3 + \text{H}_2 \\
\text{CH}_3 + \text{O}_2 & \rightarrow \text{CH}_2 \text{O} + \text{OH} \\
\text{CH}_2 \text{O} + \text{O} & \rightarrow \text{CHO} + \text{OH} \\
\text{CHO} + \text{OH} & \rightarrow \text{CO} + \text{H}_2 \text{O} \\
\text{CO} + \text{OH} & \rightarrow \text{CO}_2 + \text{H} \\
\text{H} + \text{O}_2 & \rightarrow \text{O} + \text{OH} \\
\text{O} + \text{H}_2 \text{O} & \rightarrow \text{OH} + \text{OH}
\end{align*}
\]

Computing time = 3 × that for model 1.

4.2.2.3 Combustion model 6

1. Model 6 incorporates the effect of turbulence on the finite chemical reaction rates.
2. This is carried out by the solution of an extra transport equation for the correlation \( m_{ox}m_{fu} \).
3. The Damkohler number defined as \( N_{fu} = t_s / t_k \).
4. \( t_s \) is defined as the stretching time scale of flame eddies.
5. \( t_k \) is defined as the chemical kinetics time scale.

\[
\begin{align*}
R_{fu} &= A\rho^2 M_{ox} M_{fu} \exp(-E/RT) + R'_{fu} \\
R'_{fu} &= A\rho^2 m_{ox} m_{fu} \exp(-E/RT)
\end{align*}
\]

This obviates the need for an Eddy break up term.

Computing time = 1.9 × that for model 1.
4.2.2.4 Combustion model 7
1. Model 7 incorporates the effects of turbulence and temperature on the finite chemical reaction rates.
2. This is carried out by the solution of an extra transport equation for the correlation \( m_{ox}T m_{fu} T' \).
3. Correlations relating temperature and concentration fluctuations are solved in the general form of the transport equations.
4. The effect of density fluctuation correlations is also considered [14–16].

\[
R_{fu}' = \alpha \rho^2 m_{ox} m_{fu} \exp(-E/RT) \left[ (m_{ox} m_{fu})/(M_{ox} M_{fu}) \right] \\
+ a_1 (T^2)/(T^2) + a_2 (......) +.....
\]

(11)

and \( a_2 = E/RT, a_1 = 0.5(E/RT)^2 - E/RT \).

Computing time = 2.5 \times \) that for model 1.

Model 7 incorporates the effects of turbulence and temperature on the finite chemical reaction rates. This is carried out by the solution of an extra transport equation for the correlation \( m_{ox}T m_{fu} T' \); correlations relating temperature and concentration fluctuations are solved in the general form of the transport equations. The effect of density fluctuations correlations should also be considered.

4.2.2.5 Probability density approach
The present model presented a new feature of characterizing the effect of turbulence on reaction rate through solutions of the transport equations of fuel and oxygen mass fraction, square of the fluctuations of mass fractions, their correlation and the probability density \( P(\Phi) \phi \) given as:

\[
\frac{\partial \rho \text{UP}(\Phi)/\partial x + \partial \rho \text{VP}(\Phi)/\partial y + \partial \rho \text{WP}(\Phi)/\partial y}{\partial \text{ax}} \\
= \frac{\partial \rho \text{ax}(\Gamma \partial \text{P}(\Phi)/\partial x) + \partial \rho \text{ay}(\Gamma \partial \text{P}(\Phi)/\partial y) + \partial \rho \text{az}(\Gamma \partial \text{P}(\Phi)/\partial z)}{\partial \Phi \rho \text{P}(\Phi)C2e/k\Phi2 - (P(\Phi)S(\Phi)}
\]

(12)

where \( C2 \) is a constant = 0.925 (after Khalil), \( \Phi \) is a scalar entity that can be \( M_{fu} , M_{ox} \), and \( S(\Phi) \) is rate of formation or disappearance of the entity \( \Phi \).

The present approach to model reacting flames solves the transport equation for the probability density function, eqn. (12) [14, 15]. The time averaged reaction rate is, consequently, obtained from the integrated product of the instantaneous rate and the local probability, as previously proposed by Khalil [1] and Borghi [14], neglecting diffusion terms reported simpler forms of eqn. (12). Further work was reported among others by Hutchinson et al. [16] and Patankar [17].

4.2.2.6 Grid distribution and timing
A staggered grid system is employed for the velocities to avoid the decoupling effects between the velocity and the pressure that are frequently observed with the non-staggered grid (Fig. 11).

A hyperbolic grid distribution is employed, with the grid points, for instance in the Z direction given by the functions as suggested by Henkes [18]. All the computations at the production level were run on a PC and required an average
of $2.48 \times 10^{-5}$ s CPU time/one iteration/grid node/equation. The total CPU time for the results presented here depends on the grid size and number of iterations.

4.2.2.7 Program procedure The program produced massive amount of the data during each of the present investigated cases (Fig. 12). Obtained data were about the $10^5$ data point for each case, which were utilized to plot the appropriate vector plots or contours.

4.2.2.8 Program convergence To determine whether convergence to steady state has been attained, a relative error, defined as the difference between the values at
two successive iteration levels \((n)\) and \((n + 1)\) over the value at level \((n)\) for each dependant variable, is monitored with iterations. This continues until the error attains a value \(\leq 10^{-3}\) while, in addition, the relative error in the overall energy balance becomes \(\leq 0.005\). Numerical computations were obtained for convergence criteria of residuals less than a value of \(10^{-3}\) of the variable in question [19, 20].

4.3 Boiler furnace computations

The computational technique is used to calculate the flow pattern and temperatures in real boiler furnaces as reported by Kameel and Khalil [19, 20]. Figures 13–17

Figure 13: Power plant boiler house configuration (courtesy of Stienmuller).
demonstrate the capabilities of the numerical methods to predict various furnace performance parameters.

4.3.1 Examples of engineering simulations

The furnace of the 80 ton/hour steam at 64 bars is shown in Fig. 13 and the corresponding calculations are shown in Figs. 14 and 15. These include temperatures and flow velocities at start up and during running.

The predicted velocity vectors and thermal contours clearly identified the flames locations and characteristics. Mixing and interaction between the different burners and flames are clearly shown at start up. In Fig. 15 the corresponding predictions outline the emergence of the various flame envelopes and the extent of the flames.

The unsteady flame behavior at start up is shown in Figs. 16 and 17 in terms of the heat release and fuel consumption. The time-dependent fuel mass fraction depletion along the flame centerline is shown in Fig. 16 for different volumes of rich fuel mass fractions at fuel mass fractions >0.1 and 0.15. The predictions identified flame squashing and stretching phenomena [19, 20]. Detailed predictions of the flame shape and the temperature distributions evolvement with time are indicated in Fig. 18 for a vertical cylindrical furnace burning Natural gas. The Furnace details are those listed by Kameel and Khalil [19, 20]. The furnace diameter was 0.3 m and of a length of 0.9 m. In the present non-swirl combusting flow, the Arrhenius model yields very good representative model. Such model is so sensitive to the boundary conditions especially near or at the flame regions. In high temperature regions, the switching between the Arrhenius model and the eddy-break-up model was frequently observed, which consequently influences the transient prediction and the steady state results. When combustion model 4 is

![Figure 14: Velocity vectors and temperature contours at boiler start-up.](image-url)
Figure 15: Velocity vectors and temperature contours after boiler running up.

Figure 16: Predicted fuel depletion along furnace centerline at no swirl.
incorporated, the results were recorded for 120 s. The steady state results were attained at about 110 s approximately after ignitions. It is observed that the flame had expanded longitudinally and laterally after 11 s of the ignition.

The temperature temporal distribution in the furnace is represented in Figs. 18 and 19. The propagation scenario of the flame can be extracted from these figures. The transient nature of the flame propagation is described and explained in this work through a “squashing and stretching” process. The most important events are displayed here in the Figs. 18 and 19. The flame envelope can be identified based on the flame temperature definition.

5 Heat transfer calculations in boiler furnaces

In furnaces and combustors, it is most essential to represent adequately the characteristics of heat transfer and energy balance in a mathematical model of the flow and reaction processes. This is done to enable determination of the actual heat flux distribution to the furnace walls and to predict the local gas temperature distribution. In real furnaces and combustors, two modes of heat transfer exist, namely radiation and convection. A fundamental calculation of heat transfer requires the simultaneous solution of fluid flow, chemical reaction, and energy transfer.
The inter-dependence and interaction of these processes make the problem extremely complex; the general approach adopted is to develop simplified models that deal with the turbulence and the reaction characteristics. Radiative and convective heat transfer is discussed here in terms of available models, their assumptions, formation and validation in furnaces and combustion chambers.

Figure 18: Temperature distribution in a confined flame.
5.1 Equation of radiant energy transfer

The basis on which all the methods of solving the radiation problems stand is the equation of radiant energy transfer. It is driven by writing a balance equation.
for monochromatic radiant energy, passing in specified direction, through a small volume, in an emitting-absorbing-scattering medium. For steady-state conditions, and for coherent isotropic scattering, this equation is expressed as following,

$$(\Omega \cdot \nabla)I_{\lambda}(r, \Omega) = \mu_0 \frac{\partial I}{\partial r} - \frac{\eta_0 \partial I}{r \partial \zeta} + \frac{\varepsilon I}{\partial x} + \frac{\eta_0}{r} \frac{\partial I}{\partial \theta}$$

and \(I = I(r, \theta, x, \zeta)\), \(\zeta\) is an angular variable that equals \(2\pi - \omega\). \(\mu_0, \eta_0, \zeta_0\) are the directional cosines, and are defined as shown in Fig. 20; \(\mu_0 = \sin \theta \cos \zeta; \eta_0 = \sin \theta \sin \zeta; \zeta_0 = \cos \theta\).

### 5.2 Representation of real furnace gas

In natural gas and oil fired boiler furnaces, only three species contribute significantly, in the infrared region, to radiation [1, 21]. These species are

- carbon dioxide,
- water vapor, and
- hot soot particles within the flame.

The gases radiate in several bands, while the soot emits continuously over a wide range of the wavelength.

$$\varepsilon(T, L) = \frac{1}{\sigma T^4} \int_0^\infty E_\lambda(T)[1 - \exp(-K_{\nu,\lambda} L)]d\lambda$$

where \(L\) is the radiation path length, \(E_\lambda(T)\) is the Blanck spectral distribution of emissive power, \(\sigma\) is the Stefan–Boltzmann constant.
For real gas situations, the following grey gas emittance-path length relation does not hold:

$$\varepsilon_{\text{grey}} = 1 - \exp(-KL)$$  \hspace{1cm} (15)

A modified expression was deduced by Khalil and Truelove [21], by representing the real gases by a mixture of grey gases. The partial pressures of carbon dioxide and water vapor are introduced into the expression for the emittance of gas mixture $\varepsilon_g$ as a function of absorption coefficient, optical path length, partial pressures of water vapor and carbon dioxide, soot concentration and density.

### 5.3 Radiation models

Various types of mathematical models that were proposed to adequately represent the radiation heat source in the energy equations are found in the literature. The more conveniently applied models are those listed here:

- zone method,
- spherical harmonic model,
- discrete ordinate model, and
- flux models.

The basic concept is to solve the radiation intensity equation with adequate physical and boundary conditions with full introduction of water vapor, carbon dioxide and soot radiating proportions. On one hand, the Spherical harmonics approach solves the radiation equation with retaining of adequate terms of harmonics terms. On the other hand, the basic concept of the Discrete Ordinate model Proposed by Khalil and Truelove [21] is very simple, the angular integral in the radiant energy transfer equation are approximated using a numerical quadrature scheme, as shown in Fig. 21.

![Figure 21: Angular quadrature weights $a_i$ as elements of area on the surface of the unit sphere in angle space. One octant is shown here for clarity.](image-url)
The radiation source term $S_H$ in the energy equation is time-averaged as

$$S_H = K \sum_{i=1}^{N} a_i I_i - 4K\sigma T^4$$

(16)

where $i = 1, \ldots, N$ and $I_i = I(r, \zeta, x, \Omega_i)$.

A sample of the predicted wall heat flux in the furnace of Pai et al. [22], at the International Flame Research Foundation, is shown here in Fig. 22.

The discrete ordinate model is computationally simpler and more economical (although, of course, somewhat less accurate), requiring very little computer storage and run time. The model can be easily coupled to the equations for fluid flow and chemical reaction in a complete mathematical model used for furnace flow prediction. In spite of these facts, the present model has not been widely applied to furnace and combustor flows.

Flux models are based on the use of some simplifying assumptions of the angular variation of the radiant intensity in space. These assumptions allow the exact

![Figure 22: Comparisons between zone model and the discrete ordinate model ($S_4$) and the experiments of Pai et al. [22].](image-url)
integro-differential radiation transfer equations to be reduced to a system of approximate partial differential equations as shown by Khalil [1] and others. The assumptions of this model category allow the energy transfer in four principal coordinate directions. The modeled equations are obtained by formulating the radiant energy balances on a small volume of the medium. There are two objections to this model approximation:

- The first is that there is no inter-linkage (coupling) between the axial and the radial fluxes, a feature which is physically unrealistic.
- The second objection lies in the form of the intensity distribution, from which the flux equations are obtained.

6 Power plant water problems

6.1 Introduction

Despite the great technical achievements in the design and manufacture of heat exchangers in the past two decades, the problem of fouling on heat exchanger surfaces still remains one of the major unresolved problems in thermal sciences. In the Egyptian Central Workshop of Cairo Production Electricity Company, many types of power plants’ heat exchangers are manufactured for the replacement of failing items. Most of the heat exchangers may not achieve the predicted validity period due, in part, to following non-standard operating procedures: fouling is one bad outcome of such wrong procedures. Table 4 illustrates some of the basic cost components of heat exchangers’ manufacturing or re-tubing in only one year; however, not all the Egyptian power plants’ heat exchangers are manufactured in the Central Workshop. [23]:

Table 4: Cost of manufacturing and re-tubing of Egyptian power plant heat exchangers in one year (1$ = 5.7 LE[Egyptian Pounds]).

<table>
<thead>
<tr>
<th>No.</th>
<th>Heat exchanger type</th>
<th>Power plant</th>
<th>Cost (LE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Air pre-heater (baskets)</td>
<td>Damanhour</td>
<td>5292169</td>
</tr>
<tr>
<td>2</td>
<td>Low pressure heater (water–steam)</td>
<td>Abu Kair</td>
<td>2200000</td>
</tr>
<tr>
<td>3</td>
<td>Air pre-heater (baskets)</td>
<td>Assiut</td>
<td>1833862</td>
</tr>
<tr>
<td>4</td>
<td>High pressure heater (water–steam)</td>
<td>Damanhour</td>
<td>708400</td>
</tr>
<tr>
<td>5</td>
<td>Air cooler for gas unit</td>
<td>Al Soiof</td>
<td>253000</td>
</tr>
<tr>
<td>6</td>
<td>Hydrogen coolers</td>
<td>Damanhour</td>
<td>163482</td>
</tr>
<tr>
<td>7</td>
<td>Boiler super heater coils</td>
<td>Assiut</td>
<td>7860</td>
</tr>
<tr>
<td></td>
<td><strong>Total cost</strong></td>
<td></td>
<td><strong>10458773</strong></td>
</tr>
</tbody>
</table>
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6.2 What is fouling?

Fouling is generally defined as the accumulation of undesired deposits of materials on the surfaces of processing equipment. It has been recognized as a nearly universal problem in heat exchangers design and operation. It affects the operation of equipment in two ways:

- The fouling layer has a low thermal conductivity. This increases the resistance to heat transfer and reduces the effectiveness of heat exchangers – increasing temperature.
- As deposition occurs, the cross-sectional area is reduced, which causes an increase in pressure drop across the apparatus.

Measurement of the fouling resistance is typically performed by measuring the total thermal resistance \(1/(UA)\) for the clean and fouled conditions. The fouling resistance \(R_f\) is obtained by subtraction of the \(1/(UA)\) values for the fouled and clean conditions, respectively, giving:

\[
R_f/A = 1/(UA)_f - 1/(UA)_c
\]  

(17)

where \(A\) is the surface area on which the \(R_f\) is based. For tube side fouling, the \(UA\) values for the clean and fouled conditions are defined by eqns. (18) and (19), respectively:

\[
1/(UA)_c = 1/h_i A_i + t_w/k_w A_w + 1/h_o A_o
\]  

(18)

\[
1/(UA)_f = (1/h_i + R_f)(1/A_i) + t_w/k_w A_w + 1/h_o A_o
\]  

(19)

The inside \((h_i)\) and outside \((h_o)\) heat transfer coefficients must be equal in the dirty and clean tube conditions. Otherwise, the measured fouling resistance \(R_f\) will be erroneous.

6.3 Types of fouling

Fouling research has resulted in the definition of six different types of fouling that may occur with liquid or gases:

- **Precipitation fouling (scaling)** is the most common form of fouling and is associated with inverse solubility salts. Examples of such salts are \(\text{CaCO}_3\), \(\text{CaSO}_4\), \(\text{Ca}_3(\text{PO}_4)_2\), \(\text{CaSiO}_3\), \(\text{Ca(OH)}_2\), \(\text{Mg(OH)}_2\), \(\text{MgSiO}_3\), \(\text{Na}_2\text{SO}_4\), \(\text{LiSO}_4\), and \(\text{Li}_2\text{CO}_3\). The characteristic which is termed inverse solubility is that, unlike most inorganic materials, the solubility decreases with temperature. The most important of these compounds is calcium carbonate, \(\text{CaCO}_3\). Calcium carbonate exists in several forms, but one of the more important is limestone. Running primarily through openings in limestone rock, it becomes saturated with calcium carbonate. Water pumped from the ground and passed through a water heater becomes
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... super saturated as it is heated, and so CaCO₃ begins to crystallize on the internal passages. Similar results occur when ground water is used in any industrial cooling process. The material frequently crystallizes in a form closely resembling marble, another form of calcium carbonate. Such materials are extremely difficult to remove mechanically and may require acid cleaning.

- **Corrosion fouling** is classified as a chemical reaction, which involves the heat exchanger tubes. Many metals, copper and aluminum being specific examples, form adherent oxide coatings which serve to passivate the surface and prevent further corrosion. Metal oxides are a type of ceramic and typically exhibit quite low thermal conductivities. Even relative thin coatings of oxides may significantly affect heat exchanger performance and should be included in evaluating overall heat transfer resistance.

- **Chemical reaction fouling** involves chemical reactions in the process stream which results in deposition of material on the heat exchanger tubes. When food products are involved, this may be termed scorching but a wide range of organic materials are subject to similar problems. This is commonly encountered when chemically sensitive process fluids are heated to temperatures near that for chemical decomposition. Because of the non-flow conditions at the wall surface and the temperature gradient, which exists across this laminar sub-layer, these regions will operate at somewhat higher temperatures than the bulk and are ideally suited to promote favorable conditions for such reactions.

- **Freezing fouling** is said to occur when a portion of the hot stream is cooled to near the freezing point for one of its components. This is most notable in refineries where paraffin frequently solidifies from petroleum products at various stages in the refining process, obstructing both flow and heat transfer.

- **Biological fouling** is common where untreated water is used as a coolant stream. Problems range from alga or other microbes to barnacles. During the season when such microbes are said to bloom, colonies several millimeters deep may grow across a tube surface virtually overnight, impeding circulation near the tube wall and retarding heat transport. Viewed under a microscope, many of these organisms appear as loosely intertwined fibers – much like the form of fiberglass insulation. Traditionally, these organisms have been treated which chlorine, but the present day concerns on possible contamination to open water bodies have severely restricted the use of oxidizers in open discharge systems.

- **Particulate fouling (sedimentation)** results from the presence of Brownian-sized particles in solution. Under certain conditions, such materials display a phenomenon known as thermophoresis in which motion is induced as a result of a temperature gradient. Thermodynamically this is referred to as a cross-coupled phenomenon and may be viewed as being analogous to the sea beck effect. When such particles accumulate on a heat exchanger surface they sometimes fuse, resulting in a build-up having the texture of sandstone. Like scale, these deposits are difficult to remove mechanically. Most of the actual data on fouling factors are tightly held by a few specialty consulting companies. The data which are commonly available are sparse. An example is demonstrated in Table 5.
6.4 Fouling fundamentals

Fouling is a rate-dependent phenomenon. The net fouling rate is the difference between the solids deposition rate and their removal rate:

\[
\frac{dm_f}{dt} = m_d - m_r \tag{20}
\]

Depending on the magnitudes of the deposition and removal terms, several fouling rate characteristics are possible. Figure 23 illustrates the increase of the fouling factor \( R_f \) with time for different possible fouling situations. Crystallization fouling has an initial delay period \( t_d \), during which nucleation sites are established; then, the fouling deposit begins to accumulate. A linear growth of the fouling deposit occurs if the removal rate \( m_r \) is negligible or if \( m_d \) and \( m_r \) are constant with \( m_d > m_r \). Crystallization, chemical reaction, corrosion, and freezing fouling will show behavior in the linear or falling rate categories. The fouling resistance will attain an asymptotic value if \( m_d \) is constant and \( m_r \) eventually attains a constant value. Particulate fouling typically shows asymptotic behavior. Which type of fouling characteristics occurs depends on the fouling mechanism.

References [25–28] provide a detailed discussion of the different fouling mechanisms, these also describe the models to predict the deposition and removal rates for the different fouling mechanisms. The deposition model is a function of the fouling mechanism. The removal rate model depends on the re-entrainment rate, which is proportional to the shear stress at the surface. The heat exchanger operating parameters that may influence the deposition or removal rates are as follows:

1. The bulk fluid temperature will typically increase chemical reaction rates and crystallization deposition rates.
2. Increasing surface temperature will increase chemical reaction rates, or crystallization from inverse solubility salts. Reducing surface temperature will increase solidification fouling.
3. The combination of surface material and fluid will influence corrosion fouling. Copper surfaces act as a biocide to biological fouling. Rough surfaces may promote nucleation based phenomena.

<table>
<thead>
<tr>
<th>Fluid</th>
<th>( R_f'' ) (m^2 K/W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seawater and treated boiler feed water (below 50°C)</td>
<td>0.0001</td>
</tr>
<tr>
<td>Seawater and treated boiler feed water (above 50°C)</td>
<td>0.0002</td>
</tr>
<tr>
<td>River water (below 50°C)</td>
<td>0.0002–0.001</td>
</tr>
<tr>
<td>Fuel oil</td>
<td>0.0009</td>
</tr>
<tr>
<td>Refrigerating liquids</td>
<td>0.0002</td>
</tr>
<tr>
<td>Steam (non-oil bearing)</td>
<td>0.0001</td>
</tr>
</tbody>
</table>
4. The liquid or gas velocity may influence both the deposition and removal rates. Removal of soft deposits is affected by surface shear stress, which increases with velocity. Increased velocity will increase the mass transfer coefficient, and hence the deposition rate for diffusion controlled particulate fouling.

### 6.4.1 Particulate fouling

We will take an example of particulate fouling, which is important for both gases and liquids. The particulate fouling deposition rate term is given by:

$$ m_d = SK_m (C_b - C_w) \tag{21} $$

The deposition process is controlled by the mass transfer coefficient ($K_m$) and the concentration difference between that in the bulk fluid ($C_b$) and that in the liquid at the foulant surface ($C_w$). Typically, $C_w = 0$. The term $S$ is called the “sticking probability.” This is the probability that a particle transported to the wall will stick to the wall.

The foulant removal rate model was proposed by Taborek and Hewitt [29] and is assumed to be proportional to surface shear stress and foulant deposit thickness ($x_f$) and inversely proportional to the deposit bond strength factor ($\gamma$). The removal rate is given by:

$$ m_t = m_t \tau_w / \gamma = \rho_f x_f \tau_w / \gamma \tag{22} $$

Mathematical manipulation of the above equation and using $R_f = x_f / k_i$ and $R_f^* = dR_f / dt$ give the differential equation to be solved:

$$ dR_f / dt = SK_m C_b - BR_f \tag{23} $$

Figure 23: Characteristic fouling curves.
where

\[ B = \rho_f \tau_w / \gamma \]  

(24)

The resulting fouling resistance is given as:

\[ R_f = R_f^* (1 - e^{-BT}) \]  

(25)

where \( R_f^* \) is the asymptotic fouling resistance defined by:

\[ R_f^* = SK_mC_\tau / B \]  

(26)

Equations (25) and (26) show that the \( R_f \) and \( R_f^* \) can be predicted if \( K_m, \tau_w, S, \) and \( \gamma \) are known. One must also know the foulant density (\( \rho_f \)) and thermal conductivity (\( k_f \)). The values of \( S \) and \( \gamma \) were unity. Three different regimes for particle deposition these are diffusion, inertia, and impaction regimes. Which regime controls the deposition process is determined by the dimensionless particle relaxation time defined by:

\[ \tau^* = \rho_p d_p^2 (u^*)^2 / 18 \mu v \]  

(27)

The values of \( \tau^* \) associated with the diffusion, inertia, and impaction regimes are \( \tau^* < 0.10 \) (diffusion), \( 0.10 \leq \tau^* \leq 10 \) (inertia), and \( \tau^* > 10 \) (impaction). Fine-particle transport will probably be diffusion controlled. For example, the deposition process will be diffusion controlled for \( d_p \leq 10 \mu m \) for \( Re = 30,000 \) in a 15-mm-diameter tube. If the particle transport is diffusion-controlled, the mass transfer coefficient may be predicted from heat transfer data on the enhanced surface, using the heat-mass transfer analogy, as reported [28, 29] on rough surfaces. If the heat transfer coefficient for the enhanced surface (\( h \)) is known, the mass transfer coefficient can be calculated. Small particles result in high Schmidt numbers; a high heat transfer coefficient will result in a high mass transfer coefficient. Hence, enhanced heat transfer surfaces should result in higher foulant deposition rates than those occurring with plain surfaces at the same operating velocity.

### 6.5 Fouling mitigation, control and removal techniques

For many years, fouling has been considered an unavoidable and unresolved problem besides being human responsibility. Owing to the enormous cost associated with fouling, a considerable number of fouling mitigation strategies have been developed. Fouling is a function of many variables. For example, fouling in crude oil heat exchangers is affected by oil composition, inorganic contaminates, process conditions (temperature, pressure flow rate, etc), exchanger and piping configuration and surface temperature, etc. Therefore, as an effective control of these variables certain conditions may minimize fouling. Generally, effective fouling control methods should involve:

- Preventive fouling formation.
- Preventive foulant from adherence to heat transfer surfaces.
- Removal of deposits from these surfaces.
6.5.1 Configuration of heat exchanger
An excess heat transfer surface area that is considered in design to cope with fouling can be as much 10–500%. However, this does not prevent deposition of fouling. At best, it increases the operation time between cleaning cycles. The deposition of dirt on heat transfer surfaces can be greatly reduced by proper design and selection of heat exchangers.

6.5.2 Reduction of fouling concentration
Fouling generally increases with increasing foulant concentration in flowing fluids. Filtration, flocculation and sedimentation can remove particulate matters. Reducing the attractive forces of deposition by dispersants and surfactants is also possible. Scaling species can be removed by ion exchange or by chemical treatments. For example, crude desalting to remove most of the solids and salts can reduce fouling in crude oil exchangers. Biofouling in cooling water systems can be reduced by micro-mesh filters to filter out the eggs and larvae of organisms.

6.5.3 Use of chemical additives
Antifoulants are widely used to control fouling. Most antifoulants have several functions, such as oxygen scavengers, metal deactivators and dispersants. For auto-oxidation including fouling, antioxidants can be added to absorb oxygen or react with oxidation products in a way to prevent the chain reaction of the auto-oxidation process. Metal deactivators are added to chelate metal ions, thereby preventing their catalytic effect on the auto-oxidation process. Once insoluble is formed by either auto-oxidation or thermal decomposition, dispersants can be added to minimize agglomeration of small insoluble polymeric or coke-like particles or deposit, or sticking of particles to the tube wall. Antifouling chemicals are formulated from several materials. Some prevent foulant forming, while others prevent fouling from depositing on heat transfer equipment. Materials that prevent deposit formation include antioxidants, scale inhibitors, biocides, and corrosion inhibitors. Compounds that prevent deposition are surfactants that act as detergents or dispersants. Different combinations of these properties are blended together to maximize results for different applications. These poly-functional antifoulants are generally more versatile and effective since they can be designed to combat various types of fouling presented in any given system. Antifoulants are designed to prevent equipment surfaces from fouling, but they are not designed to clean up existing foulant. Therefore, antifoulants should be used immediately after cleaning of equipment. Many kinds of biocides, such as biguanides, phenol, formaldehyde and chlorine, etc. have been used to control bio fouling in industrial water systems. For different kinds of bacteria, it is essential to apply the correct biocides and dosages at the correct frequency.

6.5.4 High flow rate and low surface temperature
A well-established method of reducing fouling is to increase the wall shear stress by raising the flow velocity or by increasing the turbulence level. Temporarily, increasing
the flow velocity, reversing the flow direction and air rumbling are effective and inexpensive mitigation techniques, as long as the deposits are not too hard and adherent. The increase of fouling as the heat transfer temperature goes up is caused by increasing supersaturating, reaction rate, stickability or biological growth. Reducing the temperature usually leads to lower heat fluxes and, therefore, larger heat exchangers. Increasing the velocity does not lead to high wall shear stress, but it leads to high film coefficients and hence a desired lower surface temperature.

6.5.5 Chemical or mechanical cleaning of fouled process equipment
Chemical cleaning often more effective than mechanical cleaning. In some cases, it can be done while the equipment is still in service. But the main disadvantage of chemical cleaning is the inability of the chemical solution to penetrate plugged tubes.

Mechanical cleaning, on the other hand, is a commonly used method to remove deposits from the shell side of heat exchanger tube bundles. In general, the bundles are first pulled out, and then immersed in various chemical liquids to loosen or soften deposits. They are then subjected to a combination of high pressure hydro-blasting, rodding, sawing, scraping, scratching, and in some cases an occasional light sandblasting [28].

6.5.6 Surfaces coatings and treatments
The relationship between surface energy and foulant adhesion has been intensively studied. It has been shown that the poorest foulant adhesion occurs on materials with low surface energies. Up to present, several low-energy coatings, for example, fluoropolymers and silicone polymers, have been developed. Although the coated surfaces do accumulate fouling, the coatings themselves provide a significant additional resistance to heat transfer due to their low thermal conductivity, their use in heat exchangers limited. An effective method of bio fouling control is the application of antifouling coatings containing biocides with toxic properties to fouling organisms. The mechanism of surface protection by these paints upon control leads to poisonous ingredients.

Rough surfaces provide ideal nucleation sites for the growth and promote all types of fouling. The use of electro-polished stainless steel evaporator tubes in pulp and paper, chemical and food processing industries allows longer operation periods between cleaning cycles. If the heat transfer resistance of the tube material is not the major problem, polypropylene tubing, or glass-lined tubing can be used.

6.5.6.1 Scheduling cleaning
The functions of cleaning exchangers are to permit thorough inspection and to remove foulant and scale that have reduced their performance. Plant designers try to match deterioration and fouling rates of system components so that no single one limits output. However, corrosion, erosion, and fouling rates vary with the fluids flowing, and their concentrations, flow rates, and temperatures. Furthermore, since temperatures and concentrations in a given fluid nearly always change as the fluid passes through the system, deterioration
rates and fouling build-up often vary with the location of a piece of equipment. In a tubular heat exchanger, the rates of deterioration and fouling may vary across the whole unit. An example is a multipass unit with hot fluid entering the tubes that suffer more corrosion in the inlet pass than in the outlet one. An example of a fouled boiler tube surface is shown in Fig. 24.

Cleaning the tube and shell sides of heat exchangers requires taking into account the fouling. The following procedure is suggested as a basis for scheduling cleaning in which fouling is deposited from cooling-tower water as indicated in Fig. 25:

1. Achieve steady-state operation.
2. Measure the four terminal temperatures and pressures and the flow rate on each side.
3. Calculate the clean overall coefficient and actual shell- and tube-side pressures drop.
4. Repeat the measurements and calculations at regular intervals. Measurements and calculations may be made manually, or automatically using a fouling monitor setup.
5. Calculate the fouling rate.
6. Plot the fouling resistance against time.
7. If there is a time delay before the onset of measurable fouling, relocate the origin of the plot to set time zero at the onset point.

Figure 24: Example of fouled water tube furnace wall [23].
8. Extrapolate the plot as a linear falling rate or asymptotic rate to the point of intersection with the design fouling allowance.
9. Plan to clean at the time shown by the intersection point.
10. Continue to monitor to refine the extrapolation.
11. After cleaning, repeat the process to establish a cycle.
12. Alternatively, plot the rate of pressure-drop build-up.

Figure 25 is a plot of fouling resistance with time for three kinds of industrial cooling water fouling. In linear fouling, resistance to heat flow increases linearly with time. This indicates that the shear force of the water on the foulant never becomes great enough to peel off accreted layers. In falling-rate fouling, shear forces due to flow make it increasingly difficult for layers to build up. Asymptotic fouling is the desired type. Here, the rate of shear approaches the rate of accumulation at the design fouling allowance. The fourth curve is a generalization for any of the types when acid cleaning fluid is injected into cooling-tower water to remove deposits.

To set a schedule, the scheduler needs some idea of the work to be done, who will do it, and how long it will take. Furthermore, a logical sequence of doing the work must be prepared. The first step is to make an on-line external inspection, including non-intrusive thickness measurements by ultrasonic scanning; the second is to examine the heat transfer characteristics of the equipments and compare with design values.
7 Conclusions

The present chapter describes briefly the basic concepts of powder generation from Steam Power Plants and the more important factors that govern their performance as power cycles. Emphasis was placed on fossil fuel combustion in boiler furnaces and the various prevailing modeling assumptions. The main goal of efficient power generation is, among others to rationalize the use of fossil fuels and enhance the combustion efficiencies. The ability of numerical computations to predict the boiler furnace thermal behavior is an ultimate goal. The heat transfer to furnace walls through thermal radiation is reviewed briefly to demonstrate the present capabilities. Boiler furnace walls are subject to major problem of fouling that deteriorate the performance and reduce the heat transfer characteristics drastically. The present work briefly highlighted the fouling problem in Power plant water walls and proposes a monitoring, inspection and maintenance schedule.
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