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ABSTRACT
Overflows in the ocean occur when dense water flows down a continental slope into less dense ambient water. It is important to study idealized and small-scale models, which allow for confidence and control of parameters. The work presented here is a direct qualitative and quantitative comparison between physical laboratory experiments and lab-scale numerical simulations. Physical parameters are varied, including the Coriolis parameter, the inflow density, and the inflow volumetric flow rate. Laboratory experiments are conducted using a rotating square tank and high-resolution camera mounted on the table in the rotating reference frame. Video results are digitized in order to compare directly to numerical simulations. The MIT General Circulation Model (MITgcm), a three-dimensional ocean model, is used for the direct numerical simulations corresponding to the specific laboratory experiments. It was found that the MITgcm was not a good match to laboratory experiments when physical parameters fell within the high eddy activity regime. However, a more extensive resolution study is needed to understand this fully. The MITgcm simulations did provide a good qualitative and quantitative match to laboratory experiments run in a low eddy activity regime. In all cases, the MITgcm simulations had more eddy activity than the laboratory experiments.
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1 INTRODUCTION
Oceanic overflows are density driven currents that flow down topographical features and mix with the surrounding ocean. Dense water forms for a variety of reasons including cooling, evaporation, and salt addition (due to brine rejection during ice formation). After the dense water is produced, which typically occurs in a semi-enclosed region, it can flow down narrow straits or continental slopes until it eventually reaches the bottom of the ocean or enters the open ocean when it reaches a neutral buoyancy level [1]. Examples of oceanic overflows include the Nordic deep overflows such as in the Denmark Strait [2, 3] and Faroe Bank Channel [4], Antarctic deep overflows such as from the Weddell [5] and Ross seas [6, 7], and the intermediate subtropical overflows such as from the Red [8–10], and Mediterranean seas [11].

The upcoming Intergovernmental Panel on Climate Change (IPCC) highest resolution global ocean simulations use a 0.1° horizontal resolution, with grid spacing ranging from 5–15 km, depending on the location. Overflow channels can be as small as 5 km wide (e.g. Red Sea Overflow). Therefore, most overflows are not resolved, and none of the overflows’ mixing and entrainment processes are resolved because these scales are on the order of meters [12]. Additionally, most global ocean circulation models solve the hydrostatic primitive equations, so vertical mixing must be parameterized. Thus, a good understanding of the processes regulating overflows is crucial, given that they are still a challenge in ocean modeling.

2 BACKGROUND
The dense waters associated with overflows affect the properties of intermediate and deep water and significantly influence large-scale ocean circulation [13]. There have been
numerous studies that have looked at the dynamics of overflows in realistic domains under real-world forcing. Some studies compare the effects of various overflow parameters on ocean general circulation models (OGCMs) with particular focus on thermohaline circulation [14]. Others compare different OGCMs in their accuracy at matching observations in the overflow regions [15]. Some studies focus on regional models, where high resolution simulations are run in a realistic domain to understand how resolution and numerical parameters affect the dynamics of the overflows [16]. These studies are essential for improving representations of overflows in OGCMs. However, comparison to observational data is limited. There have been some extensive observational studies, such as the work of [4], but many overflow regions do not have adequate observational data available for comparison against models.

Laboratory scale experimental overflow studies provide a controlled environment for understanding the dynamics of density driven currents. Cenedese et al. [17] ran a large set of overflow experiments in a rotating tank over a sloping bottom. They varied many physical parameters such as inflow density, inflow velocity, rotation rate of the tank, and angle of the sloping bottom. They compared laboratory results to a theoretical, steady state model and classified the different overflows based on their physical properties into three regimes: laminar flow, waves, and eddies. Etling [18] also separates overflows into different regimes (vortex and plume) by using a large (13 m diameter) tank at the Coriolis laboratory in Grenoble, France. A handful of studies directly compare their experimental results with a numerical model. Sommeria and Decamp [19] quantitatively compared some initial results using the Grenoble turntable to MICOM (an isopycnal model) where Hallberg’s mixing parameterization was used [20]. They found that the main features of the gravity currents were well represented by the numerical model, but the velocities were too high and the plume thickness was too small. Davies et al. [21] also directly compared laboratory experiments with a numerical model. They were able to characterize the flow by the formation of two counteracting eddies and a bottom boundary current, which qualitatively matched the numerical model results, but quantitative agreement was weak. The numerical model was a three dimensional model using generalized sigma coordinate and a Galerkin finite element method [22]. Wobus et al. [23] also performed a direct comparison of laboratory and numerical model results. Their laboratory setup was quite different from the other experiments, with a conical geometry. They used POLCOMS, a three-dimensional model with sigma coordinates for comparison. Their qualitative comparison was quite extensive and resulted in several important conclusions. First, a no slip boundary condition was a much better match to the laboratory results than the model using quadratic bottom drag. Second, running the code in the non-hydrostatic mode was not necessary for capturing the cascading plume. Lastly, the laboratory and numerical results generally showed excellent agreement.

The MITgcm is used in this study for lab-scale simulations due to its ability to simulate small scales using its non-hydrostatic formulation [24]. Previous work using the MITgcm to simulate lab-scale experiments include simulating a differentially heated rotating annulus experiment [25]. Their experimental setup, particularly the rotating turntable, is identical to the setup used for the study presented in this paper. In another study, the MITgcm was used to simulate two lab-scale test cases: (a) lock release gravity currents in a flat bottom tank, and (b) the propagation and breaking of internal solitary waves in a tank with a sloping bottom [26]. The MITgcm had good qualitative agreement with the laboratory results in these studies. The non-hydrostatic formulation in the MITgcm was used in Ref. [27] for high-resolution simulations of an idealized overflow at real scales; however, it was not a direct numerical simulation or at lab-scale.
3 METHODS

3.1 Laboratory methods

Overflows depend on many physical characteristics. For this model, three parameters are varied: the Coriolis parameter, the inflow density, and the inflow volumetric flow rate. The parameters are adjusted such that each case has a unique combination of values. Three rotation speeds, two inflow rates, and three different inflow densities are used in different combinations for eighteen total cases. For each given case, an experiment is performed three times to ensure accurate results and reproducibility.

The three rotation speeds are 0, 5, 10 rpm. The three fluid inflow densities are 1.024, 1.035, and 1.043 kg/m$^3$. The two inflow rates are 0.50 and 1.10 kg/m$^3$. A summary of the cases is shown in Table 1. A visual summary of the overflow plumes for a subset of the cases is shown in Fig. 2 with the appropriate case numbers labeled.

The laboratory setup is comprised of a square acrylic tank (approximately 40 x 40 x 6 cm$^3$), which sits on a rotating turntable designed and built by Dana Sigall [28]. A square tank is used to avoid optical distortion for side views of fluid motion in the tank. The drive mechanism is a friction wheel driven by a variable speed motor. The rotation rate is measured using a tachometer. Slip rings allow for auxiliary equipment to be powered via the turntable.

A variable-angle, sloping-bottom acrylic insert sits on the bottom of the tank. It is painted white to ensure the video camera only records the dyed dense water on the top of the slope and none of the water that leaks over the edges of the slope and mixes beneath the slope. A water pump (with a variable flow rate) is set on the rotating platform to inject dense fluid into the tank. In the top right corner sits an embayment, which is a small rectangular box (4 cm deep with a base that is 5 cm by 5 cm) where dense water is pumped into and spills out onto the sloping bottom (see Fig. 1). Along with the tank, on top of the table there is also a smaller reservoir holding the dense water. The tank is filled with freshwater, and is then spun up to reach a solid-body rotation (for 30 minutes) before the dense water is pumped into the embayment from the reservoir. Dense fluid is injected into the embayment by manually switching on the pump. The density of the inflow is controlled by salinity differences. The dense inflow water then spills over the opening onto a uniform slope, which is at an angle.

<table>
<thead>
<tr>
<th>Case</th>
<th>Pump flow rate, cm$^3$/s</th>
<th>Rotation rate, rpm</th>
<th>Inflow Density, g/cm$^3$</th>
<th>Case</th>
<th>Pump flow rate, cm$^3$/s</th>
<th>Rotation rate, rpm</th>
<th>Inflow Density, g/cm$^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>10</td>
<td>1.024</td>
<td>3</td>
<td>0.5</td>
<td>10</td>
<td>1.035</td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>10</td>
<td>1.043</td>
<td>5</td>
<td>1.1</td>
<td>10</td>
<td>1.024</td>
</tr>
<tr>
<td>7</td>
<td>1.1</td>
<td>10</td>
<td>1.053</td>
<td>8</td>
<td>1.1</td>
<td>10</td>
<td>1.043</td>
</tr>
<tr>
<td>9</td>
<td>0.5</td>
<td>5</td>
<td>1.024</td>
<td>11</td>
<td>0.5</td>
<td>5</td>
<td>1.035</td>
</tr>
<tr>
<td>12</td>
<td>0.5</td>
<td>5</td>
<td>1.043</td>
<td>13</td>
<td>1.1</td>
<td>5</td>
<td>1.024</td>
</tr>
<tr>
<td>15</td>
<td>1.1</td>
<td>5</td>
<td>1.035</td>
<td>16</td>
<td>1.1</td>
<td>5</td>
<td>1.043</td>
</tr>
<tr>
<td>17</td>
<td>0.5</td>
<td>0</td>
<td>1.024</td>
<td>19</td>
<td>0.5</td>
<td>0</td>
<td>1.035</td>
</tr>
<tr>
<td>20</td>
<td>0.5</td>
<td>0</td>
<td>1.045</td>
<td>21</td>
<td>1.1</td>
<td>0</td>
<td>1.024</td>
</tr>
<tr>
<td>23</td>
<td>1.1</td>
<td>0</td>
<td>1.035</td>
<td>24</td>
<td>1.1</td>
<td>0</td>
<td>1.043</td>
</tr>
</tbody>
</table>
The dense plume either reaches its neutral buoyancy level and hits the west wall or it reaches the bottom of the slope.

Video data collection is done with a GoPro Hero 3+ located in the rotating frame of reference above the tank and is turned on remotely via a smart phone app. Video is shot using 1080p high-definition video at 60 frames per second. Data is extracted from the video by discretizing the frames during post processing, allowing direct comparison of various metrics to the numerical results. The dense current is visualized using food dye. The following parameters are varied: rotation rate ($f = 0 - 2$ s$^{-1}$), dense flow rate ($Q = 0.5 - 1.1$ cm$^3$/s), and inflow density ($g' = g(r_2 - r_1)/r_1 g = 0.135 - 0.320$ cm/s$^2$). The densities correspond to the ambient fluid density, $\rho_1$, and the injected dense fluid density, $\rho_2$. This gives the following non-dimensional number ranges: Reynolds, $30 < Re < 90$; Rossby, $0.14 < Ro < 0.86$; and Froude, $0.1 < Fr < 0.3$. The Reynolds number is based on the depth of the tank as the characteristic length scale, the viscosity of water, and the post-processed plume speed as the characteristic velocity. The Rossby number is based on the same characteristic length and velocity scales plus the rotation rate, $f$. The Froude number is based on the same characteristic length and velocity scales plus the inflow density, $g'$. These ranges were chosen to span all three regimes (Laminar, Eddies, and Waves) found in Ref. [17].

3.2 Numerical methods

The MIT General Circulation Model (MITgcm) is used for the numerical simulations. The MITgcm’s non-hydrostatic formulation allows it to be used for a wide range of scales, including laboratory scales. MITgcm has the flexibility to start at laboratory scales for an idealized system, and to extend the setup to global scales in a realistic domain, which will be the focus of future work. This ocean model is similar to the ocean models used in IPCC simulations. The MITgcm solves the governing equations using a finite volume method with an Arakawa
C-grid discretization scheme. It has been configured to numerically solve the non-hydrostatic incompressible Boussinesq equations for all of the simulations presented here.

The idealized overflow setup, shown in Fig. 1, is based on the Dynamics of Overflow Mixing and Entrainment (DOME) test case [13]. The geometry of the domain, initial conditions, boundary conditions, and system forcing are all the same as in the laboratory experiments. Initial conditions in the simulations have the embayment filled 3 cm from the bottom with dense fluid to shorten computational time.

In the model domain, numerically prescribed artificial boundaries simulate the rotating tank. No-slip and no-flux boundary conditions are applied at the topography as in Ref. [27], without any additional bottom drag model (Cd = 0), as was done in Ref. [23]. At the northern boundary of the computational domain, specifically at the embayment, a prescribed inflow open boundary condition is applied. In all the simulations, the Orlanski radiative boundary condition is applied at the western open boundary [29]. Along the eastern, southern, and northern shelf boundaries, a no-slip boundary condition is applied.

A resolution study of the sensitivity of the numerical simulations to grid cell size was done. Based on the results of the resolution study, a 200 × 200 × 200 grid is deemed sufficient to fully resolve the plume area for cases with both many and few eddies. This is equivalent to approximately Δx = 2 mm in the horizontal and Δz = 0.3 mm in the vertical. Other studies utilizing numerical simulations of laboratory scale overflows have used a wide range of resolutions. Wobus et al. [23] used a resolution of Δx = 5 mm, with a 120 x 120 horizontal grid. They had 45 sigma levels, of which 10 were in the frictional boundary layer at the bottom. The smallest layer was Δz = 0.04 mm. Davies et al. [21] used a resolution of Δx = 5.8 mm, with a 129 x 65 horizontal grid. They had 11 sigma levels, which meant that the smallest Δz = 3.6 mm (approximately). The ratio of horizontal to vertical resolutions has not been tested and will be part of future work. Whereas convergence is observed for plume area at a resolution of 200 × 200 × 200, the plume path continues to trend toward the laboratory data up to a resolution of 400 × 400 × 400. Thus, resolution itself is an important numerical parameter for simulating overflow dynamics and will be the focus of future studies.

Work by Reckinger et al. [30], and work cited within, indicates that overflow characteristics drastically depend on numerical parameters like viscosity, diffusivity, and resolution. Even more, these parameters influence one another. In this work, these parameters are set as close to the true laboratory values as possible. The numerical simulations used in this study are all run with molecular viscosity of ν = 10^{-6} m²/s. Wobus et al. [23] used a viscosity twice that of the molecular value and reported that this difference in viscosity was chosen in order to account for impurities in the tap water used in the laboratory. A variety of diffusivities were tested and the one which provided the best match to the laboratory results was k = 1.43 × 10^{-7} m²/s, which is the thermal diffusivity for water). The molecular diffusivity of salt, k = 1.3 × 10^{-9} m²/s, produced a plume which had eddies that separated off of the main plume, so it was not used. Since the density difference is due to a salinity difference, the diffusivity value needs to be further explored.

4 ANALYSIS

Direct comparisons of laboratory experiments and numerical simulations are done using a variety of metrics. For the laboratory data, the food dye in the video images is used to quantify the spread of the plume over the course of the overflow event. This is done by examining pixel intensity and setting a threshold of 1% to designate the dense plume. In the equations below this is denoted as τ > 10^{-2}, where τ(x, y) is the vertically-averaged tracer concentration.
as a function of the \( x \) and \( y \) coordinates. Tracer concentration from the MITgcm is vertically summed to mimic the video’s top view in the laboratory. This numerical tracer concentration and laboratory pixel intensity is calibrated such that the concentrations or color, respectively, in the embayment matches. The \textbf{plume area} at any moment in time is defined as

\[
P(t) = \frac{\iint_A dx \, dy}{\iint dx \, dy}
\]

where \( A \) is the \( x-y \) cross-sectional area where \( \tau > 10^{-2} \) at a specific time, \( t \). The denominator in the expression above is simply total area of our topographic slope, such that the plume area is the fraction of the domain with inflow water concentration above the threshold.

As was done in Ref. [27] and other similar studies thereafter, we provide the following metric describing the tracer weighted plume path. The \textbf{tracer-weighted plume path} in the \( y \)-direction at any moment in time is defined as

\[
Y(x) = \frac{\int y \tau(x,y) \, dy}{\int \tau(x,y) \, dy}
\]

The slope of the plume path curve has more physical relevance than the global shifts to the east or west. Therefore, when comparing laboratory and numerical cases, the comparison of the slopes is of interest. The \textbf{plume velocity} is defined as \( v = ds/dt \), where \( s(t) = (Y(x_{max})^2 + x_{max}^2)^{1/2} \) and \( x_{max} = x_{max}(t) \) is the maximum horizontal (West-East) plume extent at time, \( t \). In practice, the plume velocity is calculated as the slope of the best fit linear regression line to \( s(t) \).

5 RESULTS

A summary of a subset of the cases can be found in Fig. 2 with side-by-side images of the plume for laboratory experiments (left) and the numerical simulations (right). Tracer weighted plume path, as shown in eqn (2), is a strong metric for comparison between laboratory experiments and numerical simulations because it is normalized by tracer concentration and, thus, is minimally dependent on how the color matching of the laboratory images is done. When comparing plume paths (Fig. 3), the slope of the plume path curve has more physical

Figure 2: A side-by-side visual comparison of four cases, with the laboratory images (left), the numerical results (right), and the case number indicated.
relevance than global shifts to the east or west when comparing laboratory and numerical cases. Case 5 (more eddies) and Case 8 (fewer eddies) both show discrepancies in the plume path. For Case 5 (more eddies), the paths are closer at the beginning of the plume’s descent, but diverge halfway down the slope. This is a result of the MITgcm having less eddying behavior and mixing than the laboratory experiment. The plume stays denser and less diluted in the MITgcm simulation and so the plume descends further downslope than in the laboratory setup. The same explanation can be given for the other high eddying cases, including Cases 7, 9, and 13. Case 12 also has high eddying behavior, but the laboratory tracer weighted plume path drops below the MITgcm path towards the end of the simulation. For Case 8 (fewer eddies), the laboratory and numerical plume paths closely match, with the laboratory slopes being consistently steeper than in the MITgcm simulation. In this case, the MITgcm has slightly more mixing, which results in a plume that descends downslope less than in the laboratory. This same result can be found in other cases, including Cases 3, 4, and 11. (Note that the figures do not include multiple cases that show redundant behavior.)

Another consistent difference between laboratory and numerical plume paths is that the MITgcm never captures the initial dip that occurs right when the dense plume leaves the embayment. In many of the cases (e.g. Cases 4, 11, 12, and 15), the plume path slope is steeper as the dense water immediately leaves the embayment (top right of the plots in Fig. 3). This is likely due to the fact that the numerical methods do not consider surface tension effects and do not resolve scales associated with surface tension forces. In the laboratory, surface tension forces at the interface between the dense and ambient fluid at the top of the embayment keep the two from mixing. Once enough dense fluid has been pumped into the embayment such that gravitational effects overcome surface tension, the plume starts descending over the corner of the embayment. The strength of this effect depends on the flow rate and density difference. None of the numerical results capture this because the resolved scales are not small enough and surface tension effects are not considered.

The spread of the plume is measured using plume area, defined in eqn (1) and plotted in Fig. 4. This metric is the most dependent on the color matching algorithm used for post-processing the laboratory images. However, the results do emphasize the differences found for the cases with high and low eddying behavior. For example, Case 5 (more eddies) has a higher
discrepancy between laboratory experiments and numerical simulations than Case 8 (fewer eddies). Note that trial 1 in Case 8 appears to be an outlier and should be ignored. The plume area for the cases with high eddy activity (e.g. Cases 5, 7, 9, and 13) all have the same trend, specifically that the laboratory results all spread much less than the numerical simulations, which indicates that the laboratory experiments have much less mixing than the MITgcm. The plume area comparison for Case 12 (high eddying behavior) shows a strong match between laboratory and numerical results. For cases with fewer eddies (e.g. Cases 4, 8, 11, and 15), plume areas generally have similar behavior for laboratory experiments and numerical simulations, particularly in the slope of the plume area curves, representing the growth rate of the plume area (Case 12 behaves similarly to Case 8 in Fig. 4). The non-rotating cases (e.g. Cases 17 and 19) have a particularly poor plume area match between laboratory experiments and numerical simulations. This is a result of a mismatch in the velocity of the plume.

Plume velocity is the final metric used to compare laboratory and numerical results, which is shown in Table 2. The error displayed on each plot is the $L_\infty$ error of the MITgcm velocity and the mean velocity from the three laboratory trials, defined as $\text{Error} = \frac{|V_{MIT} - V_{lab} - \text{mean}|}{V_{lab} - \text{mean}}$. Unlike the tracer weighted plume path and plume area, the plume velocity metric shows how the experiments compare temporally. The temporal and spatial scales in the MITgcm simulations were set to be identical to the laboratory experiment. However, plume velocity compares poorly across all cases, with the MITgcm consistently having a higher plume velocity than in the laboratory experiments. The plume velocity metric measures how fast the plume is moving through the ambient fluid in whatever direction the plume path dictates. Thus, it is not a metric that quantifies how fast downslope the plume descends and is not a measure of mixing or entrainment.

The plume velocity further highlights the disparity between the cases with more eddies versus the cases with fewer eddies. The cases with more eddying activity (e.g. Cases 5, 9, 13) all have very high errors when comparing the laboratory and numerical plume velocities. In those cases, the MITgcm plume velocity is 2-3 times bigger than laboratory plume velocity (the errors range between 103.0% to 171.4%). The other two cases that are classified as high eddy activity are Cases 7 and 12, which have relatively low errors in the plume velocity.
comparison. As with other metrics, these cases do not match the trends of other high eddy activity cases. The cases with less eddying behavior (e.g. Cases 4, 8, and 15) show a better match in plume velocity, with low errors, ranging from 29.4% to 42.2%. Cases 3 and 11 have relatively high errors, which supports the results for the other metrics. The non-rotating cases (e.g. Cases 17 and 19) have the highest errors in plume velocity, ranging between 175.0% to 237.5%. Whereas the shape of the plume (Fig. 2) and the plume path (Fig. 3) indicate a close match between laboratory experiment and numerical simulation, the plume area (Fig. 4) and plume velocity (Table 2) show large discrepancies.

The MITgcm’s plume velocity for these cases is much higher than the laboratory experiment’s plume velocity. A side view of the laboratory experiments shows that the plume descends rapidly down the slope and actually lifts off the bottom slope. The plume head develops some turbulence, which can be seen in Cases 17 and 19 in the plume images in Fig. 2. This turbulent activity is present in the MITgcm images. A side view of the MITgcm plume does show the plume lift slightly, but it does not capture the eddies and turbulence from the laboratory experiments. The generation of vortical structures and the associated induced mixing present in the laboratory experiments, but absent from numerical simulations, explains the drastic difference in plume velocity for the non-rotating cases. This effect is strongest and most evident in the non-rotating cases, since the plume descends in a straight path down the slope. This explanation can be extended to all cases, since the MITgcm plume velocities are consistently larger than laboratory experiments.

### 6 CONCLUSIONS

The work presented in this paper is a comparison of laboratory experiments and MITgcm simulations run at lab-scale for density driven currents down a flat, sloping bottom. The laboratory cases are presented for varying inflow velocity, inflow density, and rotation rate of the tank, for a total of 18 different physical test cases. Results are analyzed by qualitatively comparing laboratory and numerical images, and quantitatively comparing tracer weighted plume path, plume area, and plume velocity. Cases are categorized into two groups: high eddy activity cases and low eddy activity cases. This distinction is made by the eddy activity apparent in the laboratory results.

### Table 2: Comparison of plume velocity from laboratory versus MITgcm for all cases.

<table>
<thead>
<tr>
<th>Case</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lab – Trial 1 (cm/s)</td>
<td>0.30</td>
<td>0.42</td>
<td>0.21</td>
<td>0.49</td>
<td>0.60</td>
<td>0.23</td>
</tr>
<tr>
<td>Lab – Trial 2 (cm/s)</td>
<td>0.29</td>
<td>0.45</td>
<td>0.20</td>
<td>0.57</td>
<td>0.74</td>
<td>0.19</td>
</tr>
<tr>
<td>Lab – Trial 3 (cm/s)</td>
<td>0.31</td>
<td>0.47</td>
<td>0.23</td>
<td>0.50</td>
<td>0.69</td>
<td>0.19</td>
</tr>
<tr>
<td>MIT (cm/s)</td>
<td>0.57</td>
<td>0.64</td>
<td>0.57</td>
<td>0.77</td>
<td>0.88</td>
<td>0.50</td>
</tr>
<tr>
<td>Error</td>
<td>0.90</td>
<td>0.42</td>
<td>1.71</td>
<td>0.48</td>
<td>0.29</td>
<td>1.50</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>15</th>
<th>17</th>
<th>19</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lab – Trial 1 (cm/s)</td>
<td>0.31</td>
<td>0.56</td>
<td>0.37</td>
<td>0.63</td>
<td>0.24</td>
<td>0.36</td>
</tr>
<tr>
<td>Lab – Trial 2 (cm/s)</td>
<td>0.39</td>
<td>0.56</td>
<td>0.24</td>
<td>0.59</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Lab – Trial 3 (cm/s)</td>
<td>0.40</td>
<td>0.63</td>
<td>0.38</td>
<td>0.67</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>MIT (cm/s)</td>
<td>0.63</td>
<td>0.72</td>
<td>0.67</td>
<td>0.89</td>
<td>0.81</td>
<td>0.99</td>
</tr>
<tr>
<td>Error</td>
<td>0.75</td>
<td>0.24</td>
<td>1.03</td>
<td>0.41</td>
<td>2.38</td>
<td>1.75</td>
</tr>
</tbody>
</table>
The cases with low eddy activity show the best match between results from the laboratory experiments and numerical simulations. In these cases, the results for plume path show that the MITgcm has more mixing and so the plume descends less downslope than in the laboratory. This result matches expectations and may be corrected at high resolutions. The resolution study shows that the numerical plume path converges to the laboratory plume path as resolution is increased. Plume area also verifies that the MITgcm matches the laboratory results well, but that the MITgcm’s plume is diluted too much, likely due to numerical mixing. Lastly, the plume velocity errors for the cases with low eddy activity are lowest out of all of the cases. Overall, the MITgcm matches well to laboratory results for all metrics for the low eddy behavior cases.

The cases with high eddy activity show a weaker match between results from the laboratory experiments and numerical simulations. In these cases, the plume paths match in the early stages of the overflow, but, at later stages, the MITgcm plume descends too far down the slope due to lack of mixing. This is due to a lack of resolution associated with a suppression of eddy-activity. Fewer conclusions can be made from the resolution study for the high eddy activity case. For example, it is unclear if the plume path slope will converge to the laboratory data as resolution is increased beyond 400³ points. Higher resolutions are expected to produce more mixing due to the eddying behavior, which would flatten out the slope to better match the laboratory plume path slope. However, a larger resolution study must be performed to test whether the MITgcm is able to capture the true eddying behavior. At moderate resolutions (such as 200³ used in this work), the mixing associated with eddies can be modeled by tuning the viscosity and diffusivity parameters. Thus, it is not clear that increasing resolution alone is enough. Plume area comparisons also show a poor match between the laboratory and numerical results. Lastly, plume velocity error is much higher for the high eddy activity cases.

The non-rotating cases provide insight to the overflow dynamical effect on numerical parameters in the rotating cases. The non-rotating cases show that the MITgcm is not capturing small scale eddies and turbulence, especially at the plume front. This causes the MITgcm plume to travel faster through the ambient fluid in all cases. This is a primary characteristic that is expected to improve as resolution is increased. The eddies near the plume front observed in the laboratory experiments are large and must be captured to ensure accurate simulations.

Whereas the mismatch between laboratory and numerical results is partly resolution-dependent, the effect of numerical parameters on eddying behavior and the associated overflow dynamics is vital for accurate simulations of overflows. As described in the Analysis section, the relationship between eddies and numerical parameters is a very sensitive one. With no single parameter governing the relationship, the trends change depending on the eddying regime (or spatial region). For the results presented here, the viscosity and diffusivity were chosen to be as close as possible to the real laboratory values. In general, overflow simulations are sensitive to changes in viscosity and diffusivity. Therefore, a much larger study needs to be done for a complete understanding.
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