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ABSTRACT 
In this study, experimental pressure drop data obtained for a biofilter containing expanded schist as 
packing material is used in order to characterize the packed bed properties. The biofilter was operated 
over a period of 106 days. Two modelling approaches were used: an empirical and an analytical 
approach. In the empirical approach the pressure drop prediction of the modified-Macdonald model, 
Representative Unit Cell (RUC) model and the model of Comiti and Renaud are used to determine the 
biofilm affected porosity, specific surface area and tortuosity. This was done by using Excel Solver 
which is based on an optimization method. In the analytical approach the biofilm thickness is 
incorporated into the RUC model and used to predict the specific surface area, as well as the pressure 
drop. The effect of particle sphericity on the pressure drop is also investigated. The results obtained 
by the two modelling approaches are compared and analysed. The suitability of the three models used 
in the biofilter analysis is also determined based on the accuracy of predictions compared to the 
experimental data. 
Keywords: granular, porous media, pressure drop, modelling, biofilm, biofilter, porosity,  
specific surface area, tortuosity, sphericity. 

 

1  INTRODUCTION 
Hydrogen sulphide is an example of a poisonous gas being emitted into the atmosphere on 
a daily basis. The environmentally friendly process of biofiltration can remove such 
poisonous gasses from an air stream. 
     A biofilter consists of a packed bed containing packing material and thin layers of 
moisture, known as biofilm. The packing material, which in this case is known as schist, 
acts like a filter when a polluted air stream passes through the packed bed. When a 
poisonous gas, consisting of biodegradable pollutants, is slowly being pumped through the 
biofilter, the biofilm is responsible for biologically oxidizing the polluted gas [1]–[3]. 
     Dumont et al. [4] applied three porous media models to experimental pressure drop 
measurements in order to assess the development of the biofilm thickness over time in three 
different biofilters. The measured values include the pressure drop, superficial velocity, 
porosity on day 0 and the particle diameter. The days of biofilter operation on which the 
latter data was recorded are: Days 0, 19, 39, 57, 71, 92 and 106. The three models used  
are the modified-Macdonald (MM) model, the Comiti and Renaud (CR) model and the 
Representative Unit Cell (RUC) model. An empirical approach was followed in which 
Excel® Solver was used as optimization tool. Woudberg et al. [5] used the analytical 
approach based on the RUC model in order to predict the pressure drop and the biofilm 
affected specific surface area (SSA) as a function of biofilm thickness.  
     The objective of this study is to analyse the two modelling procedures in terms of the 
advantages and limitations of each approach. The suitability of the three models used in  
the analysis is also determined based on the accuracy of predictions compared to the 
experimental data. 
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2  MODELS FROM THE LITERATURE 
The MM model is based on an adaptation of the empirical Ergun equation, for which the 
pressure gradient is given [6], i.e., 
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    In eqn (1) the sphericity is denoted by φ, q denotes the magnitude of the superficial 
velocity and ε is the porosity. The particle diameter is denoted by ܦ. The gas properties, 
i.e. ρ a n d  μ, represent the density and the viscosity, respectively. The value of the 
coefficient B is dependent on surface roughness and may vary between 1.8 and 4.0 [6]. 
The capillary-tube model of Comiti and Renaud [7] is given in eqn (2): 

																								ሺ2ሻ

where  is known as the tortuosity and ܽ௩ௗ denotes the SSA, without taking biofilm growth 
into consideration. The RUC model of Woudberg et al. [5] is given in eqn (3):  

െ
ௗ

ௗ௫
ൌ 	25.4	

ఓ

	
మ ఝమ

		ሺଵିఌሻర య⁄

൫ଵିሺଵିఌሻభ య⁄ ൯൫ଵିሺଵିఌሻమ య⁄ ൯
మ 		 ௗܿ	ߚ	

ఘమ

ఝ

ሺଵିఌሻ

ఌ൫ଵିሺଵିఌሻమ య⁄ ൯
మ,      (3) 

in which ߮ ൌ 2 and ߚ	=	[4] 0.85. A value of 1.9 is assigned to the form drag coefficient ܿௗ, 
since it provided exact correspondence to the higher Reynolds number term of the 
Macdonald eqn [8]. 

3  EMPIRICAL MODELLING APPROACH 
Dumont et al. [4] used an empirical approach to estimate the porosity values on each day of 
biofilter operation as well as to predict the corresponding biofilm thickness values by 
making use of measured pressure drop values. The MM model, Excel® Solver and the sum 
of the squared residuals were used to determine the value of ߮. The value of 0.85 obtained 
is consistent with the value used by Macdonald et al. [9]. This value was also used in the 
RUC model. 
     The MM model (eqn (1)) contains two unknowns that were optimized with Excel® 
Solver, i.e. ε and B. In the CR model (eqn (2)) the three unknowns, i.e. ߝ, ܽ௩ௗ, and τ were 
optimized. In the RUC model (eqn (3)) only ߝ needed to be optimized. 
     For every model and every day on which pressure drop data was recorded, the 
experimentally measured porosity value was used as an initial guess for the porosity. After 
comparing the ߝ-values determined by the three models, with the measured ߝ-values, 
Dumont et al. [4] found that the CR model cannot be used to predict the porosity of a 
packed bed, based on significant discrepancies. The CR model was therefore excluded from 
predicting biofilm thickness values. The RUC model somewhat underestimated the 
measured porosity values and the MM model gave remarkable results when compared to 
the experimental values. 
     By making use of the predicted ߝ-values obtained with the MM model, Dumont et al. [4] 
determined the biofilm thickness, ܮ, by solving the following equation of Alonso et al. [1] 
for the biofilm affected porosity, ߝ, i.e.: 

ߝ ൌ 1 െ ሺ1 െ ሻߝ ቈ൬1 
ଶ	
ఝ	

൰
ଷ

െ


ସ
൬
ଶ	
	ఝ	

൰
ଶ

൬
	ସ
	ఝ	

 3൰,    (4) 

 
 www.witpress.com, ISSN 1746-4471 (on-line) 
WIT Transactions on Engineering Sciences, Vol 115, © 2017 WIT Press

െ
ௗ

ௗ௫
ൌ 	2	߬ଶ	ߤ	ܽ௩ௗ

ଶ ݍ
ሺଵିఌሻమ

ఌయ
 	0.0968	߬ଷ	ݍߩଶ	ܽ௩ௗ

ሺଵିఌሻ

ఌయ
, 

144  Computational and Experimental Methods in Multiphase and Complex Flow IX



where ܦ ൌ 	0.01 and ݊ denotes the coordination number. The coordination number for a 
close, random type of packing is related to the initial porosity, ߝ, as follows [1]: 

ߝ ൌ 1.072 െ 0.1193	݊  0.004312	݊ଶ	   (5) 

     For ߝ = 0.4230	a value of 7 is obtained for ݊. Finally, the biofilm affected SSA, ܽ, 
was determined from the following eqn [1]: 
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4  ANALYTICAL MODELLING APPROACH 
In the analytical approach of Woudberg et al. [5] the ܮ-values were also obtained from 
eqn. 4 by making use of the measured porosity values for each day. The ܽ-values for each 
day on which measurements were recorded were determined from eqn (6). The latter  
equation was incorporated into eqn (3), yielding: 
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to subsequently predict the pressure gradient divided by the magnitude of ݍറ for each day of 
the experiment. The parameter, ܴ, is defined as that radius of the packing material particle. 
     Alternatively, the ܽ-values were obtained from eqn (7) by making use of the measured 
pressure drop, superficial velocity and porosity values. After obtaining the ܽ-values 
corresponding to the seven different superficial velocity and pressure drop values, the 
average ܽ-values were calculated for each day. Both methods for calculating the SSA 
values were found to be adequate, based on the same order of magnitude values that were 
obtained. 

5  ANALYSIS OF THE TWO MODELLING APPROACHES 
In addition to the value of ߮ ൌ 0.85 used by Dumont et al. [4], an average ߮-value is 
calculated in this study for the analytical modelling approach using 
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yielding a value of 0.5. 
     The pressure gradient predicted for day 39 with both the MM model and the RUC model 
with different values of ߮, are compared to the experimental data in Fig. 1. 
     The MM model (with ܤ	 ൌ 	4.0) and the RUC model (using ܮ) with ߮	 ൌ 	0.85 capture 
the experimental data in between. The MM model slightly overpredicts the data  
whereas the RUC model slightly under-predicts the data. The RUC model (using ܮ) with 
߮	 ൌ 	0.50 and ߮	 ൌ 	0.85 also captures the experimental data. The over- and under-
prediction of the RUC model illustrates the significant effect of the value used for ߮ in the 
model prediction. 
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Figure 1:  RUC model vs MM model for day 39. 

     In this study two cases were considered in the empirical modelling approach for the 
initial guessed coefficient ܤ-values when examining the MM model, i.e. ܤ	 ൌ 	2 and 	
	ܤ ൌ 	3 with ߝ set to the value of the experimentally determined porosity. After 
optimization, it was found that ߝ and ܤ were independent of the initial guessed values. The 
same holds for when ߝ was being optimized with the RUC model. Since the CR model is 
dependent on three unknowns, i.e. ߝ, ܽ௩ௗ and τ, two different combinations of initial 
guessed values were tested, i.e. Case 1: (߬; ܽ௩ௗ) = (1.5; 	500) and Case 2: (߬; ܽ௩ௗ) = 
(1.3; 	600). The differences between the optimized ߝ-values based on the different initial 
guessed values, applicable to the MM, RUC and CR models, are graphically represented in 
Fig. 2. 
     Fig. 2 shows that the RUC model under-predicts the data. The MM model gives the best 
results when compared to the experimental data. Only one set of data points is reflected for 
the MM model, since it is unaffected by the initial guessed ܤ-values. The most probable 
reason for the excellent performance of the MM model, is the fact that it was used in 
Excel® to obtain the optimized value of ߮. Considering the CR model, the results are less 
accurate when compared to those obtained by the other models. Although the differences 
between the porosity values based on the initial guessed values used in Case 1 and 2 are 
relatively small, the CR model showed to be dependent on the initial guessed values. 
     The percentage differences, ܲܦ, between the optimized porosity, SSA and tortuosity 
values obtained for Case 1 and 2, were determined as follows: 

ܦܲ ൌ 	
௫భି	௫మ
௫భ

ൈ100	,                                                    (9) 

where ݔଵ and ݔଶ denote the initial guessed values from Case 1 and 2, respectively. The 
results are given in Table 1. The rather significant values on days 57 and 71 may be a result 
of less accurate pressure drop measurements on these days. The values given in Table 1 
reveal that the percentage difference values for each day are of the same order of 
magnitude. This implies that regardless of what variable is being optimized, the initial 
guessed value has the same effect on the result. 
     The sensitivity to the initial guessed values may be a result of the fact that Excel® Solver 
is not only slightly sensitive to the initial guessed values, but also does not necessarily give 
an optimal solution when instructed to adjust multiple ሺ 2ሻ unknown variables. 
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Figure 2:    Comparison of the optimized and predicted porosity values with the 
experimental values over time. 

Table 1:  Percentage differences in ߝ, ܽ௩ௗ and ߬ between Case 1 and Case 2. 

Day Percentage difference in porosity, SSA and 
tortuosity between Case 1 and Case 2 results
Porosity SSA Tortuosity 

0 3.46% 4.06% 2.61% 
19 -6.09% -6.80% -4.53% 

39 -5.47% -6.35% -4.09% 
57 25.79% 28.77% 20.05% 
71 -15.07 -16.38% -11.01% 
92 0.76% 0.78% 0.56% 
106 7.23% 7.37% 5.42% 

 
     The optimization results for the roughness coefficient ܤ is graphically represented in 
Fig. 3. It is clear that ܤ does not maintain a constant value throughout the course of the 
experiment based on the MM model. This is a possible result of increasing biofilm growth 
on the surface of the packing material and non-uniformity violating the assumption of 
homogeneous biofilm growth [4]. The differences between the optimized values for ߬ and 
the effects of the different initial guesses for the CR model are shown in Fig. 4. A model 
from Lanfrey et al. [10], i.e.: 

߬ ൌ 1.23
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was used to predict the tortuosity for both the MM and RUC models. The geometrical 
tortuosity, i.e.: 
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is based on the rectangular geometry of the RUC model [4]. Note that the optimized 
porosity values were used in both eqns (10) and (11). 
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     The RUC model overpredicts the tortuosity data when using the model from Lanfrey et 
al. [10] and under-predicts it with eqn. 11. Since the differences in the tortuosity values 
based on the initial guessed values of Case 1 and 2 in the CR model are negligibly small, it 
can be concluded that ߬ is unaffected by the initial guessed values. A possible cause for this 
might be the fact that there is a small difference, i.e. 0.2, in the initial guessed values of ߬ 
for Case 1 and 2. Similar to the percentage difference in ߝ-values given in Table 1, the 
percentage difference in ߬-values (although negligibly small) show that there are greater 
differences in values on days 57 and 71. 
     In Fig. 5 the predicted biofilm affected SSA values of the MM and RUC models were 
obtained with eqn (6) and graphically represented in Fig. 5. Both the MM and RUC models 
give accurate results, since the SSA values are of a similar order of magnitude when 
compared to the experimental data. This may be a result of the MM and RUC models only 
having  2 unknown variables that had to be optimized. The CR model, however, 
overpredicts the data from days 0-39 and under-predicts the data from day 71 onwards. 

Figure 3:  Optimized roughness coefficient values over time. 

Figure 4:    Comparison of the optimized and predicted tortuosity values with the 
experimental values over time. 
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Figure 5:    Comparison of the optimized and predicted SSA values with the experimental 
values over time. 

     As already mentioned, eqn (4) was used to determine ܮ. The results are shown in Fig. 
6. In both cases of the MM and RUC models the optimized ߝ-values were used in order to 
determine the biofilm thickness. Recall that the CR model was not used for the 
optimization of ܮ due to the previous poor performance of the model. 
     From Fig. 6 it is clear that both the MM and RUC models mostly overpredict the ܮ-
values, whilst the more accurate results were once again obtained from the MM model. A 
comparison of the ܮ-values, obtained from the analytical and empirical approaches, is 
presented in Fig. 7. The ܮ-values obtained from eqn. 4 gradually decreases with an 
increase in ߝ, as expected. The optimized ܮ-values obtained by the empirical modelling 
approach are scattered and shows no specific trend. This is due to the alternating 
decreasing and increasing porosity values obtained with the MM model (as shown in Fig. 2) 
used to optimize the ܮ-values. 
     It is important to note that the ܮ-values are dependent on the initial porosity. After 
performing a sensitivity analysis on the ߝ-value in the analytical modelling approach, it is 
found that a 1 and 2% error in ߝ leads to a difference of a factor of approximately 0.1ൈ
10ିସ in the value of ܮ. This phenomenon is shown in Fig. 7. The accuracy of the 
analytical approach, in specific, therefore depends on the accuracy of the experimentally 
measured ߝ-values. 
     Fig. 8 shows the biofilm affected SSA as a function of biofilm thickness. Each data 
point of the analytical model prediction represents the average of the SSA values obtained 
from the seven different pressure drop measurements (eqn (7)) on a specific day. 
     The scatter of data in Fig. 8 is a result of the fluctuation in measured pressure drop 
values as well as the average calculation. The biofilm affected SSA values obtained  
from the empirical modelling approach stays more or less constant. This is due to the large 
order of magnitude difference between the terms containing ܮ in eqn. 6 and the terms 
excluding ܮ. 
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Figure 6:    Comparison of the optimized and predicted biofilm thickness values with the 
experimental values over time. 

 

Figure 7:  Biofilm thickness as a function of biofilm affected porosity. 

 

Figure 8:  Biofilm affected SSA as a function of biofilm thickness. 
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6  CONCLUSIONS 
After comparing the optimized porosity values obtained from the three models, with the 
measured porosity values, it was found that the CR model cannot be used to predict the 
porosity of a packed bed. This may be a result of the fact that Excel® Solver is not only 
slightly sensitive to the initial guessed values, but also does not necessarily give an optimal 
solution when instructed to adjust multiple ሺ 2ሻ unknown variables. The CR model was 
therefore excluded from predicting biofilm thickness values. The MM model overall gave 
remarkable results when compared to the experimental values and a probable cause is due 
to the fact that the MM model was used in Excel® to obtain the value of the sphericity. 
Although the results obtained with the analytical modelling approach are less accurate than 
those obtained with the empirical modelling approach, the former method is justifiable 
from a physical point of view. The RUC model also does not contain any empirical curve 
fitting parameters such as the coefficients of 180 and 1.8 in the MM model. The outcome 
in terms of model performance between the MM and RUC models may, however, be 
different should the RUC model be used to optimize the sphericity value in the empirical 
modelling approach instead of the MM model. This will be investigated in future studies. 
The performance of the porous media models not only depends on which model was used 
to obtain the sphericity value, but also on the number of unknown variables which directly 
influences the optimization results. A major advantage of the analytical modelling approach 
is that the pressure drop can alternatively be used to predict the biofilm affected SSA values 
by making use of the experimentally measured porosity values. When applying the 
empirical approach, one is not able to predict the pressure drop values, since it is already 
used in the sum of the squared residuals in order to obtain the optimized values. 
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