
Design of two blocks of a speech coding system 
to be implemented on an FPGA based card 

T. Benmakhlouf1, S. Mekaoui1 & K. Ghoumid2 
1Département des Télécommunications, L.C.P.T.S, USTHB,  
Alger, Algérie  
2ENSAO, Laboratoire d’Electronique et Télécommunication,  
Complexe Universitaire, Oujda, Maroc 

Abstract 

The main aim of this paper is concerned with modern telecommunications 
systems which involve modern methods of coding, encryption and decryption of 
speech signals. For a long time, for the transmission of a speech signal analog 
telecommunications systems have been used. Because of unexpected and 
unavoidable interference, wave fading perturbations and different kinds of noise 
occurring in the channel, it was not possible to detect and receive the same 
transmitted speech signal. Consequently, digital systems have steadily replaced 
the former. Here, we have simulated two blocks of such systems, namely the 
source coding block and the encryption/decryption block. We tested them by 
listening to the synthesized signals via headphones and using a simulation 
operated using Simulink of the source software Matlab. Although metallic in 
their tonalities, results were found to be acceptable.  
Keywords: digital speech signal processing, digital data transmission, Simulink, 
LPC algorithm, AES algorithm, time-frequency analysis, STFT transform, 
analysis/synthesis of speech signal. 

1 Introduction 

One specific need when transmitting information through data communication 
systems is the increasing flow rate and the occupied bandwidth in its spectrum, 
especially for the transmission of speech signals through a digital coding chain. 
A second requirement is the constraint of the protection and the security of the 
transmitted information insuring the confidentiality of the exchanged messages 
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and data. In this way, many encoding and encrypting algorithms have been 
developed. However, an encrypted signal requires a long time for treatment 
which leads to large time delays in the transmission of the coded signal. So, it 
appears as a necessity to add to the coding block of the speech coding chain a 
block of compression which then considerably reduces the transmission time. 
This fact induced the design of particular speech coding algorithms such as the 
well known LPC (linear predictive coding) algorithm [1], and the LDPC 
algorithm [2]. Thanks to these kinds of algorithm many speech coding 
applications have been implemented on DSP based hardware cards or on FPGA 
(Field Programmable Gates Array) based hardware cards [3]. Since the breaking 
and the hacking of the DES encryption algorithm, the NIST organization has 
launched an international offer to the market to design a new product that can 
best replace the DES algorithm having the advantage of a secret key to insure the 
confidentiality of the transmitted information with high reliability and precision 
[4]. Then, in 2000, a new standard of algorithm was designed by J. Daemen and 
V. Rijmen [4, 5], which became the new Advanced Encryption Standard, simply 
known as the AES algorithm, which insured a high level of security and 
confidentiality. Since that time many implementations have been performed on 
FPGA hardware based cards [6–8], which processed well the 
Encryption/Decryption of the speech signal before being transmitted, and 
recovered and correctly recognized the signal at the receiver. Our work focuses 
on the simulation of these two chaining blocks (Source coding, 
Encryption/Decryption) of a speech coding chain to be implemented on a FPGA 
hardware base card. This second step will be processed later. So, in this paper we 
are much concerned with the study of these two blocks. The system comprises a 
block of compression followed by a ciphering unit in order to implement both 
operations in a S.O.C. chip based system. Then, the LPC coding 
(analysis/synthesis) consisting of the encryption and decryption using the AES 
algorithm is described. Simulink software was used to implement and display the 
simulation of the digital coding chain. Time Frequency Analysis (TFA) in its 
STFT (Short Time Fourier Transform) tool and its well known spectrogram have 
been performed to validate the results. Work is in progress to generate, with the 
help of the HDL coder of Simulink, the VHDL code necessary for the 
implementation of the whole digital chain on an FPGA based hardware card. 

2 Digital transmitting chain 

A digital telecommunication chain transmits the speech information from a 
source to a receiver via a transmission channel. The source (transmitter) and the 
receiver can be at short or at long distances. Usually, this information is private 
and requires security and confidentiality. A digital transmitting chain frequently 
presents interesting advantages in terms of noise protection and error correction 
as it has a coding channel stage. Therefore, most digital communication systems 
are built on the global block diagram as illustrated in Figure 1. 
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Figure 1: Block diagram of a digital transmitting chain. 

3 Source coding block 

Speech analysis is an important prior treatment to the coding, the synthesis or to 
the recognition of the speech signal. This analysis relies on a particular model 
which consists of a set of digital parameters whose variations define the different 
signals covered and accepted by the model. 

3.1 Source modeling 

Figure 2 shows the most common and accepted biological model illustrating the 
physical production of a speech signal. This well known model, inspired from 
human nature, can also be seen as an adaptation between the biological nature 
and the mathematical modeling of the voice tract to produce the speech signal. 
Thus, it is generally called the “source-filter-model”.  
 

 

Figure 2: Source-filter-model. 

type (1/A(z)), the air flow-rate from the lungs by an excitation signal u(n) and 
finally the air volume by a gain parameter denoted G.  

3.2 LPC synthesizer 

In 1960, Fant [10] proposed a pattern that specified that a voiced signal can be 
modeled as a pulse train u(n) passing through a recursive filter of all poles type. 
This assertion was shown to be still valid for unvoiced signals unless u(n) is 
white noise. The final model is illustrated in Figure 3. This model is also called 
an auto-regressive (AR) model as it corresponds to a linear regression in the time 
domain which has the following expression: 

 ܺሺ݊ሻ ൌ ܩ · ሺ݊ሻݑ  ∑ െܽܺሺ݊ െ ݅ሻ
ୀଵ , (1) 

    Consequently, the idea was the modeling of the vocal tract by a recursive  filter  of  
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Figure 3: Block diagram of the LPC synthesizer. 

3.3 LPC analysis 

After the implementation of the first speech synthesizer which involved the use 
of the Ki, F0, and G parameters, the question was how could we extract these 
parameters from the speech signals. Among the various methods proposed at that 
time was LPC analysis [11, 12]. Figure 4 summarizes the specific steps 
performed in an LPC analyzer. So, in this analysis, the first step is to determine 
the predictive coefficients and calculate the gain. Then, the second step is 
concerned with the pitch extraction. The later operation is slightly more 
complicated as the human ear is more sensitive to pitch variations.  
 

 

Figure 4: Block diagram of the LPC analyzer. 

3.3.1 LPC coefficient determination 

The LPC coding consists of estimating the value of the future samples in terms 
of a few previous ones noted S[n-k], [11, 12]. Then, equations (2) and (3) 
express respectively the estimated sample value and its prediction error: 

 ܵᇱሾ݊ሿ ൌ ∑ ܽܵሺ݊ െ ݇ሻ
ୀଵ  (2) 

 ݁ሺ݊ሻ ൌ ሺ݊ሻݏ െ ∑ ܽݏሺ݊ െ ݇ሻ
ୀଵ  (3) 

Then, to obtain the LPC coefficients, we apply the least mean square criterion by 
minimizing the energy error following equation (4): 

ܬ  ൌ ∑ሺݏሺ݊ሻ െ ∑ ܽݏሺ݊ െ ݇ሻ
ୀଵ ሻଶ (4) 

 
     This criterion will be satisfied unless the following derivation will be made 
equal to zero and solved: 
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Solving (5) leads to equation (6) which assumes that the signal is stationary on 
an interval of 15 to 25 milliseconds: 

 ∑ ∑ ܽݏሺ݊ െ ݇ሻݏሺ݊ െ ݅ሻ ൌ ∑ ሺ݊ݏሺ݊ሻݏ െ ݅ሻଶ
ଵ


ୀଵ

ଶ
ଵ  (6) 

     Among various methods that can be applied to solve equation (6) are two 
reputed techniques known as the autocorrelation function and the covariance 
methods. We personally have chosen in this paper the autocorrelation function 
method which consists of calculating the short-term autocorrelation function of 
the signal defined in (7) by:  

 ܴሺ݅ሻ ൌ ∑ ሺ݊ݏሺ݊ሻݏ െ ݅ሻேିଵ
ୀ  (7) 

Substituting (7) into (6) yields the following system of equations:  

 ܴሺ݅ሻ ൌ ∑ ܴܽሺ݅ െ ݇ሻ
ୀଵ  (8) 

     Then (8) should be solved by encountering the number of calculations to 
perform. The classical algebraic methods require P3 operations whereas the 
Levinson algorithm only P2. The well known Levinson-Durbin algorithm allows 
the solution of the system of equations given in (8) by operating recursive 
iterations of the order P and hence revealing three interesting sets of parameters, 
namely, the predictive coefficients (ai ), the energy prediction coefficients ( Ei ) 
and the reflection coefficients (ki). For more details on this method one should 
refer to references [9, 10]. 

3.3.2 Pitch determination (F0) 
As it is very difficult to estimate or calculate the fundamental frequency F0 
(pitch) of the speech signal, many techniques have been proposed to extract the 
pitch. One very reputed method is the SIFT algorithm [13]. Markel [13] found 
that the pitch can be extracted by using a technique based on a reverse filter 
whose transfer function is given by:  

ሻݖሺܣ  ൌ 1 െ ∑ ܽିݖ

ୀଵ ൌ

ଵ

ுሺ௭ሻ
 (9) 

     This technique also uses the observation of the autocorrelation function of the 
LPC residue e(n) and is built around the following structural steps : 
 

a) Signal filtering 
We know that the frequency range of the pitch from the speech spectrum 
analysis of the human kind is in the range [80–600] Hz. So, it is necessary to use 
a low pass filter whose cut-off frequency is about 600 Hz [13]. 
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b) Research of the excitation signal e(n) 
The residual signal e(n) from the linear prediction process is considered as the 
excitation signal that can generate the s(n) signal through a recursive filter: 

ሻݖሺܪ  ൌ
ௌሺ௭ሻ

ாሺ௭ሻ
ൌ

ଵ

ሺ௭ሻ
 (10) 

In our case s(n) is known and we can then obtain the residual e(n) by reverse 
filtering, that is to say: 

ሻݖሺܧ  ൌ ܵሺݖሻ ·  ሻ (11)ݖሺܣ

     This last operation is equivalent to the convolution of the coefficients a(n) 
with the signal s(n): 

 ݁ሺ݊ሻ ൌ ܽሺ݊ሻ כ  ሺ݊ሻ (12)ݏ

 
c) Autocorrelation function 
As the signal is corrupted by noise, the determination of the period will be made 
easier if we calculate the autocorrelation function of e(n) [6]. Hence, the later 
will result in a vector of length 2N-1, where N is the total number of samples and 
where the function will be a maximum at exactly the middle of this vector 
length.  

d) Decision criterion (interpolation) 
The autocorrelation of the residue e(n) can reveal several peaks, one at the origin 
and another one at a second position on the axis if the signal corresponds to a 
voiced signal. To consider the second peak as significant, its amplitude should be 
40% (per cent) that of the first peak at the origin. Then the estimated distance 
between both peaks is the excitation frequency (F0). If the second peak does not 
exist, then the signal is considered to be an unvoiced signal. Figure 5 depicts a 
tested example for a voiced frame of the autocorrelation of the e(n) signal 
whereas Figure 6 shows a typical test for an unvoiced frame of autocorrelation of 
the e(n) signal. The difference is obvious. 
 

    

Figure 5: Autocorrelation of a 
voiced frame. 

Figure 6: Autocorrelation of an 
unvoiced frame. 
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3.3.3 Gain calculus (G) 
The overall energy contained in the synthesis sequence of the signal should be 
the same as that of the corresponding analysis sequence whatever the signal 
(voiced or unvoiced) and is determined by: 

ଶܩ  ൌ ܧ ൌ ܴ െ ∑ ܴܽ

ୀଵ  (13) 

Subsequently, the gain G is the root square of the total minimal quadratic error. 

4 Encryption/decryption blocks 

For some reason, telecommunications operators have always been interested in 
protecting and securing the transmission of information, specifically for speech 
systems insuring in this process the confidentiality of the transmitted speech 
information. This is known as the cryptography process today and requires 
sophisticated algorithms. In our case, we have chosen the above cited AES 
algorithm of ciphering, which proceeds by symmetric blocks and iterative 
operations called “rounds” with variable block size and key size. Indeed, the 
AES algorithm can bear block sizes and key sizes up to 128, 192 or 256 bits, 
independently. Obviously, it is impossible to detail all the processes of 
encryption and decryption here. To learn more about it, one should refer to [14] 
and [15]. 

5 Simulation results and discussion 

5.1 Blocks simulation 

For economic reasons, a simulation is obviously performed prior to any 
hardware implementation. This caution also allows the optimization and 
validation of the results. In this application, we realized using Simulink the LPC 
analysis/synthesis with the help of embedded function blocks of Matlab. Figure 7 
presents the different blocks involved in a speech coding chain. 
 

 

Figure 7: Simulation flow chart under Simulink of the LPC blocks. 
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     To read the energies in the time frequency plane and observe the variations of 
the speech signal in the time and frequency planes, we have implemented the 
Short Time Fourier Transform (STFT) and its spectrogram on the speech signal. 
The results obtained are illustrated in Figures 8, 9 and 10. It can be noticed that 
in each figure a spectrogram is displayed in the time-frequency plane. 
 

 

Figure 8: Original signal and its 
spectrogram. 

Figure 9: Encrypted LPC coefficients 
and their spectrogram. 

 
     Concerning this first set of results, we implemented the synthesis blocks. The 
quality of the synthesized signal was not so good but remained acceptable if we 
disregard the strict intelligibility of the speech signal. Figure 10 illustrates the 
synthesized speech signal and its spectrogram. 
 

 

Figure 10: Synthesized speech signal and its spectrogram. 

5.2 Tests on the encryption block 

We applied the same tests to the encryption block and we got the results 
illustrated in Figures 11, 12 and 13 which display the spectrogram of the STFT 
of the speech signal. The speech segment corresponds to a selected pronounced 
statement of the Arabic language which was repeated many times by several 
males. 
     As we tested the blocks separately, we have been able to localize the cause of 
signal weakening at the synthesis step, which is caused mainly by the energy 
modification on the one hand and the coding errors on the other. The latter was 
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found to be logically explained as it is directly bounded to the compression stage 
whereas the encryption block does not introduce any kind of signal degradation 
or corruption. 
 

    

Figure 11:  Original signal and its 
spectrogram. 

Figure 12: The encrypted signal and 
its spectrogram. 

 

 

Figure 13: The synthesized signal and its spectrogram. 

6 Conclusion 

In this work, our main goal was to implement in real time two important 
chaining blocks of a digital speech coding transmission chain of a 
telecommunications system. At first, we focused on the simulation of the speech 
coding via the LPC analysis/synthesis blocks that insure a flow rate of 2.4 to 16 
Kbits/second. As the LPC model is one of the basic models in the treatment of 
the speech signal, the quality of the synthesized speech signal was not very good 
but considering the compression ratios (13 LPC parameters instead of 256 
samples) remains acceptable with a considerably reduced execution time. The 
flow rate of the source is about 4.3 Kbits/second obtained thanks to a uniform 
quantization and an 8 bit coding resolution for each parameter. The encryption 
block has insured the confidentiality of the transmitted signal and the results 
were examined by listening via headphones and found to be acceptable. Work is 
in progress to implement these blocks on an FPGA hardware based card. 
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