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Abstract 

In railway systems, the evaluation of specific operating conditions and their 
impact on travel demand plays a key role both in planning and managing rail 
services. In this paper, we focus on the implementation of some energy saving 
strategies (ESSs) through the definition of energy-efficient speed profiles and 
estimate their effects on travel demand. In particular, speed profiles for ESSs 
need extra time for their implementation and hence entail a reduction in line 
performance. The definition of optimal speed profiles requires the use of 
optimisation procedures which can be formulated by considering motion 
parameters as control variables and energy consumption as the performance to be 
optimised (minimised), with respect to the available time. The proposed 
methodology is applied in the case of a real metro line, showing differences in 
user generalised costs, in order to provide additional information for rail 
operators which may allow evaluation of the best strategies to be adopted. 
Keywords:  energy saving strategies, user generalised costs, rail passenger 
systems, public transport management. 

1 Introduction 

In railway systems, the reduction in energy consumption is becoming a 
fundamental aspect to take into account in planning and managing rail services. 
Energy saving strategies (ESSs) consist in reducing energy consumption by 
modifying (i.e. optimising) train speed profile parameters (such as cruising 
speed, acceleration, deceleration and the coasting phases [1]), and improving 
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driving behaviour through training and adopting Driving Assistance Systems 
(DASs) [2]. These procedures differ from those which consider energy recovery, 
i.e. through the use of regenerative braking systems and energy storage 
equipment and/or the optimisation of train timetables to maximise the percentage 
of energy recovered that can be used by other trains [3] or better fit the needs and 
availabilities of electric power systems [4]. 
     The current level of automation in rail system controls allows both reliability 
and safety in train operations with low headways and high energy efficiency [5, 
6]. Moreover, interesting results have been obtained by generating a data 
warehouse containing predefined speed profiles for selecting the one which best 
fits strategy requirements [7]. Other significant results on specific rail systems 
were reported, for instance, in the case of freight train operations [8], planning 
mass rapid transit systems [9] and moving block signalling systems [10]. 
     Given the role of speed profiles for optimal energy-efficient driving 
implementation, the single train speed profile definition is particularly important 
for rail system modelling [11]. One of the most widely studied ESS approaches 
entails the formulation of an optimal control problem [2] which has been 
specified for different control cases (discrete and continuous) and operation 
conditions [12, 13], although some limitations related to the strong non-linearity 
and instability have to be evaluated [14]. 
     By applying a dynamic programming approach, the optimisation problem can 
be decomposed into several simpler sub-problems and solved with recursive 
methods. Some major results have been shown through the definition of a multi-
stage decision process [15–17]. As regards the train/driver interaction, [18] 
proposed an energy-optimal train control which was applied to driver advisory 
systems, based on a bi-level algorithm which led to the energy-optimal regime 
sequence with the minimal number of regime changes, in order to be easily 
followed by the driver. 
     This paper focuses on the implementation of some ESSs and estimation of 
related effects on travel demand. Recently, some authors [19–22] have 
investigated the interaction between rail intervention strategies in the case of 
system failures and travel demand in terms of travel and waiting times. The 
effects of public transport quality on user choices have been investigated by [23] 
and [24], and the use of macroscopic simulation models for optimising public 
transport performance (such as service frequencies) have been proposed by [25] 
and [26]. Indeed, recent trends have focused on the use of public transport as a 
tool for reducing negative effects on the environment and on urban life quality 
(see, for instance, [27–30]). Finally, some have proposed the use of microscopic 
simulation models to determine some optimal driving strategies in the case of 
rail systems [31, 32]. 
     This paper is organised as follows: Section 2 proposes a general framework 
for analysing the effects of ESSs in terms of energy consumption and quality of 
services for passengers; Section 3 tests the proposed methodology in the case 
of a real-dimension network; finally, conclusions are drawn and research 
prospects outlined in Section 4. 
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2 General methodology for implementing energy saving 
strategies (ESSs) 

The implementation of energy-efficient driving strategies is often seen as one of 
the options for utilising residual capacity. Indeed, extra time availability on a 
given line service can be used either to optimise capacity or for energy saving. 
Moreover, together with the use of this extra time, the planned quality of service 
perceived by the users has to be ensured. The extra times involved in these 
optimisation procedures are usually the recovery times, classified in time for 
small delay recovery (running time reserve, dwell time reserve) and time 
for avoiding delay propagation (buffer time). These times are computed during 
timetable planning, adding to the minimum times required for services (i.e. 
minimum running time, minimum dwell time, minimum headway) a percentage 
of those or a convenient value that satisfies service quality considering a given 
randomness of the events; for example, running time reserve is often computed 
as 3–7% of the minimum running time. The use of this extra time for energy 
saving purposes should be supported by proof of timetable stability, and more 
generally, by respect of the level of service [33]. Therefore, suitably calibrated 
simulation tools should be able to support estimation of service quality. 

2.1 Energy saving strategies (ESSs) 

In the following, we refer to speed profiles as the operative aspects of an adopted 
ESS. Following the formulations of supply design models (see [34] for a 
complete definition), a suitable speed profile for energy saving can be designed 
for an initial optimisation phase. Then a feasible operating scenario is defined by 
a simulation phase where the operating performance of the whole system is 
estimated and evaluated. Therefore, evaluation of service quality can give 
important information about the feasibility of the proposed scenario, i.e. the 
adopted ESS. 
     The optimisation phase can be formulated as an optimisation problem [32]: 

ൣܽ∗, ௠ܸ௔௫
∗ , ݀∗, ௜ܶ஼

∗ , ௙ܶ஼
∗ ൧ ൌ 	min௔,௏೘ೌೣ,ௗ݃ݎܽ ೔்಴ , ೑்಴

,൫ܽ	ܧ ௠ܸ௔௫, ݀	 ௜ܶ஼ , ௙ܶ஼൯ (1) 

subject to: 

ܬ ∗ ݏ1 ൏ ܽ ൑ ܽ௠௔௫    (2) 
௠ܸ௜௡ ൏ ௠ܸ௔௫ ൑ ௔ܸ௟௟௢௪    (3) 
ܬ ∗ ݏ1 ൏ ݀ ൑ ݀௠௔௫    (4) 

where a is the target acceleration (a* is its optimal value); Vmax is the target speed 
(V*

max is its optimal value); d is the target deceleration (d* is its optimal value); 
TiC is the starting time of coasting phase (T*

iC is its optimal value); TfC is the 
ending time of the coasting phase (T*

fC is its optimal value). The function to be 
minimised is the energy consumption model E(.), whose value is a function of 
the adopted speed profile. Constraints are given by J ∙ 1s, which is the 
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acceleration at 1 second, obtained by multiplying the variation of acceleration 
(also known as jerk) value by 1 second; amax and dmax are respectively maximum 
acceleration and maximum deceleration, taking passenger comfort into account. 
     Other additional constraints can be considered for specific operating 
conditions, such as: 

௜ܶ஼ ൏ ௙ܶ஼     (5) 

௙ܶ஼ ൅ ௗܶ௘௖ ቀܸ൫ ௙ܶ஼൯ቁ ൑ ௠ܶ௔௫   (6) 

ܵ௔௖௖ ൅ ܵ௖௥௨௜௦௘ ൅ ܵ௖௢௔௦ ൅ ܵௗ௘௖ ൌ  (7)  ݐݏ݅ܦ

where Tdec is the time needed to decelerate from a certain speed; Tmax is the 
maximum travel time compatible with the timetable (e.g. the sum of the 
minimum running time and the running time reserve); Sacc is the space covered 
during acceleration; Scruise is the space covered during cruising; Scoast is the space 
covered during coasting; Sdec is the space covered during deceleration; Dist is the 
total distance to be covered. Equation (5) lets the procedure respect the simple 
constraint that the end of the coasting regime cannot precede the start; 
equation (6) is specific for those strategies which introduce the coasting phase 
only before final braking; equation (7) ensures the respect of the distance to 
cover (e.g. distance station-to-station). 
     By applying the finite difference approach to the general equation of the 
motion, the energy consumption E model can be expressed as: 

ܧ ൌ ∑ ௜ܸ ∙ ௜ሺܨ ௜ܸ, ்…௜ሻ௜ୀଵݐ                                       (8) 

with 

௜ሺܨ ௜ܸ, ௜ሻݐ ൌ ܯ ∙ ௣݂∙
ሺ௏೔శభି௏೔ሻ

ሺ௧೔శభି௧೔ሻ
൅ ܴሺ ௜ܸ, ௜ܵሻ  (9) 

where Equation (9) is constrained by adherence conditions on track and traction 
unit performance. 
     Hence, the operating scenario given by the optimisation phase can be 
implemented in a simulation environment for estimating performance of the 
whole system. 

2.2 Travel demand estimation and interaction 

In order to understand the effects of ESS on customers, it is necessary to assign 
the travel demand to the rail network so as to evaluate the generalised cost 
perceived by the users. As shown by [20] and [21], this process can be analysed 
by means of two models, a pre-platform model and an on-platform model. The 
former describes user behaviour conditioned by the performance of 
the transportation system and evaluates passenger flows that use the rail service. 
This model is generally implemented by four sub-models: an emission model, a 
distribution model, a mode choice model and a path choice model (see [34] for 
more details). The latter estimates the interaction between passengers and the rail 
service considering the capacity constraints of rail convoys. In particular, for 
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each train the model checks whether there is enough residual capacity to let all 
the waiting passengers, or just a portion of them, get on the first approaching rail 
convoy. If this condition is not satisfied, the other passengers have to wait on the 
platform for the following train, thereby increasing their waiting time. 
Obviously, according to an FIFO (First In – First Out) approach, these 
passengers will have priority in boarding the following trains. Therefore, the on-
platform model provides the actual boarding passengers, allowing travel and 
waiting times to be determined for each user. Thus it is possible to determine the 
generalised cost perceived during the service as follows: 

ܼ ൌ ௪௔௜௧௜௡௚ߚ ∙ ∑ ∑ ∑ ௦,௣௥௥ݓݐ ∙ ௦,௣௥௣௦ݓ݂ ൅	ߚ௢௡ି௕௢௔௥ௗ ∙ ∑ ∑ ௟ܾݐ
௥ ∙ ݂ܾ௟

௥
௥௟  (10) 

where Z is the total generalised cost of the simulated scenario; βwaiting is the 
weight of the waiting time for the user that is usually set at 2.5 (see [34] for more 
details); ݓݐ௦,௣௥  is the average user waiting time at station s on platform p between 
run (r–1) and run r; ݂ݓ௦,௣௥  is the number of passengers waiting at station s on 
platform p between run (r–1) and run r; βon-board is the weight of the on-board 
time for the user that is usually set at 1; ܾݐ௟

௥ is the time spent by the users on 
board run r for travelling on link l; ݂ܾ௟

௥ is the number of passengers who travel 
on board run r along link l. 

2.3 Proposed framework for impact evaluation 

The proposed framework (see Figure 1) consists of a database of infrastructure 
and signalling system characteristics, timetable plans and rolling stock features 
(see [31] for details). 
     As previously mentioned, in addition to this static information, data on extra 
time availability have to be retrieved either through real data on arrivals and 
departures and on speed profiles or via simulation. The optimisation phase 
defines station to station speed profiles according to eqn. (1) and the related 
constraints. Firstly, through a genetic algorithm, acceleration, speed and 
deceleration parameters are defined; then, in a second step, the switching points 
of the coasting phase are computed. Once the speed profile is known, it is 
possible to estimate, through the general equation of motion, the corresponding 
energy consumption to minimise. The output of the optimisation phase defines a 
new operating scenario to be simulated. Simulation outputs, such as delays, 
conflicts and running times for a given time reference are then evaluated in terms 
of generalised costs perceived by the users. After the evaluation procedure, if the 
proposed scenario is not acceptable, another scenario can be defined, taking into 
account a reduction in the considered values of running time reserve. 

3 Applications in the case of a real scale network 

The above described framework was tested with real data of the urban metro line 
MetroNapoli Linea 1, in the city of Naples (Italy). This railway line serves a total 
of 15 stations on a route of about 14 kms (Figure 2); services between Piscinola 
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and Dante are supported by a double track, while a provisional shuttle serves the 
newest part between Dante and Università, using a single track and a single train, 
looking forward to the conclusion of the second track. Each train comprises three 
electric multiple units with a total capacity of 1251 passengers/train. The 
timetable in terms of headways is: 

 
- 12 minutes (i.e. 5 trains/hour) between 6.00 a.m. and 7.00 a.m.; 
- 7 minutes (i.e. 8.6 trains/hour) between 7.00 a.m. and 9.00 a.m.; 
- 10 minutes (i.e. 6 trains/hour) between 9.00 a.m. and 2.00 p.m. 
 
 

 
 

Figure 1: Functional scheme of the proposed framework. 

 
 

     This line is being investigated by several ongoing research projects and, for 
our purposes, an already calibrated simulation model was used for two different 
ESS implementations: 

 
- First Strategy: in this case only Running Time Reserves are computed as 

the difference between Minimum Running Time and scheduled running 
time; 

- Second Strategy: in this case, the time available for implementing ESS also 
considers the difference between buffer times, computed at each section, 
and the minimum buffer time computed at the critical section. 
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Figure 2: The MetroNapoli Linea 1 layout. 

 

Table 1:  Results of first strategy implementation. 

 Dante–Piscinola Piscinola–Dante 

 

Variation in 
train 

running time 

Variation in 
energy 

consumption 

Variation in 
train 

running time 

Variation in 
energy 

consumption 

Dante–Museo 0.00% 0.00% 0.00% 0.00% 

Museo–Materdei 0.00% 0.00% 0.00% 0.00% 

Materdei–Salvator Rosa 9.84% -17.97% 9.84% -24.26% 

Salvator Rosa–Cilea 6.45% -19.82% 0.00% 0.00% 

Cilea–Vanvitelli 0.00% 0.00% 0.00% 0.00% 

Vanvitelli–Medaglie 
d’Oro 

8.70% -5.78% 11.11% -12.52% 

Medaglie d’Oro–
Montedonzelli 

0.00% 0.00% 6.74% -15.18% 

Montedonzelli–Rione 
Alto 

2.60% -2.59% 0.00% 0.00% 

Rione Alto–Policlinico 15.09% -9.00% 15.09% 29.73% 
Policlinico–Colli Aminei 8.33% -2.42% 12.86% -14.93% 
Colli Aminei–Frullone 0.00% 0.00% 0.00% 0.00% 

Frullone–Chiaiano 0.00% 0.00% 0.00% 0.00% 
Chiaiano–Piscinola 0.00% 0.00% 0.00% 0.00% 

Variation in energy 
consumption 

-3.38% 
 

-4.20%  

Variation in train 
running time 

3.07%  3.40%  

 
     For both scenarios, the increase in running time and the corresponding 
decrease in energy were calculated for each section. The results of the first and 
second strategies are reported respectively in Tables 1 and 2. The first strategy 
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was applied differently in the two directions: six station-to-station sections for 
the direction from Dante to Piscinola and five sections in the opposite direction. 
In our case, data on real arrival and departure times, and real speed profiles were 
missing or incomplete, and a single simulation with time optimal strategy was 
run in order to estimate the missing data and the differences relative to the 
scheduled timetable. Taking into consideration the randomness of the events 
from previous studies [21], a restrictive rate of 20% of the estimated time 
reserves was used for ESS. Moreover, the selected sections are those for which 
the time for ESS implementation was at least 10s per section. 

 

Table 2:  Results of second strategy implementation. 

 Dante-Piscinola Piscinola-Dante 

 

Variation in 
train 

running time 

Variation in 
energy 

consumption 

Variation in 
train 

running time 

Variation in 
energy 

consumption 

Dante–Museo 8.00% -17.92% 8.70% -21.20% 

Museo–Materdei 6.25% -22.04% 8.91% -20.11% 

Materdei–Salvator Rosa 9.84% -17.97% 9.84% -24.26% 

Salvator Rosa–Cilea 6.45% -19.82% 7.45% -19.65% 

Cilea–Vanvitelli 4.12% -22.38% 4.55% 21.09% 
Vanvitelli–Medaglie 

d’Oro 
8.70% -5.78% 11.11% -12.52% 

Medaglie d’Oro–
Montedonzelli 

8.24% -25.87% 6.74% -15.18% 

Montedonzelli–Rione 
Alto 

9.09% -16.99% 13.33% -11.41% 

Rione Alto–Policlinico 0.00% 0.00% 0.00% 0.00% 
Policlinico–Colli Aminei 8.33% -2.42% 12.86% -14.93% 
Colli Aminei–Frullone 4.04% -18.29% 7.53% -17.41% 

Frullone–Chiaiano 9.00% -17.93% 8.51% -10.29% 
Chiaiano–Piscinola 6.15% -6.49% 6.48% -15.11% 

Variation in energy 
consumption 

-15.04%  -15.50%  

Variation in train 
running time 

6.78% 
 

8.08%  

 
     In Figure 3, an example of the sections considered for the first strategy 
implementation is reported. The runs Colli Aminei–Policlinico and Policlinico–
Rione Alto were considered for implementation, while Frullone–Colli Aminei 
were simulated only with a Time Optimal speed profile. The second ESS was 
applied in all sections except for the critical section Policlinico–Rione Alto. With 
the increase in extra time available for ESS, the possibility of lower energy 
consumption increases. In Figure 4 an example of second strategy 
implementation is shown, with the minimum buffer time being considered as the 
time available for implementing energy saving strategies. 
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Figure 3: Speed profile of second strategy implementation. 
 

 
 

Figure 4: Speed profile of second strategy implementation. 
 

Table 3:  Energy reduction benefit in a generic working day. 

Strategy 

Energy 
consumption 
(Kwh/train) 

Energy 
cost 

(€/Kwh*train) Train/day 

Energy 
cost 

(€/day) 
Saving 
(€/day) 

TO ES TO ES TO ES 

1 

Dante  
Piscinola

138.8 134.1 48.58 46.94 113 5489.5 5303.9 185.55 

Piscinola 
 Dante

127.7 122.3 44.695 42.82 113 5050.5 4838.4 212.12 

2 

Dante  
Piscinola

131.4 111.6 45.99 39.07 113 5196.8 4415.2 781.61 

Piscinola 
 Dante

125.2 105.8 43.82 37.03 113 4951.6 4184.1 767.51 

 

Table 4:  Variation in generalised costs in a generic working day (€ x 1,000). 

  Time optimal Energy saving Variation 

  Fleet 1 Fleet 2 Fleet 3 Fleet 1 Fleet 2 Fleet 3 Fleet 1 Fleet 2 Fleet 3 

95th % 258.4 258.3 259.0 258.9 258.8 259.5 0.20% 0.20% 0.21% 

85th % 222.9 222.9 223.2 223.3 223.3 223.7 0.20% 0.20% 0.22% 

50th % 172.1 172.1 172.1 172.4 172.4 172.4 0.19% 0.19% 0.19% 
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     In order to highlight the speed profile differences, the speed distance diagram 
that results from the second strategy implementation is reported with respect to 
the same stations shown in Figure 3. Tables 3 and 4 show respectively the 
monetary effect of energy consumption reduction, assuming an energy price of 
0.35 €/kWh, and the variation in generalised costs perceived by the users. All 
elaborations refer to a generic working day. 

4 Conclusions and research prospects 

This paper approached the problem of evaluating the impacts of energy-efficient 
driving strategies on users. It was shown that when different kinds of energy 
saving driving strategies are adopted, the specific increase in the generalised cost 
perceived by the user is not influential, i.e. the service quality is perceived as 
unvaried. In future research a monitoring phase will be implemented on a test 
rail line, allowing the results of the proposed framework to be improved by 
estimating the distributions of the real departures and arrivals and the related 
speed profile parameters and dwelling times. 
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