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Abstract

In this work we present some preliminary numerical results regarding the perfor-
mance of the Generalized Minimal Residual (GMRES) method when it is applied
to the solution of the linear systems arising from the discretization of certain ellip-
tic boundary value problems in two and three dimensions by the Method of Fun-
damental Solutions (MFS).
Keywords: method of fundamental solutions, generalized minimal residual method,
Laplace equation, iterative methods.

1 The problem and method

We consider the solution of Laplace’s equation

∆u = 0 in Ω (1.1)

subject to the Dirichlet boundary condition

u = f on ∂Ω (1.2)

where the domain Ω is bounded in R
d, d = 1, 2 and f is a given function.

In the MFS [1], the solution u of (1.1)-(1.2) is approximated by

uN(c,Q;P ) =
N∑
�=1

c�Kd(P,Q�), P ∈Ω, (1.3)

where c = (c1, c2, . . . , cN )T and Q is a dN -vector containing the coordinates of
the singularities Q�, � = 1, . . . , N , which lie outside Ω. The functionKd(P,Q) is
a fundamental solution of Laplace’s equation given by
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Kd(P,Q) =



− 1

2π
log |P −Q|, d = 2,

1
4π

1
|P −Q| , d = 3,

(1.4)

with |P −Q| denoting the distance between the points P andQ. As recommended
in [2], the singularities Q� are fixed on a pseudo-boundary ∂Ω̃ similar to ∂Ω and a
set of collocation points {Pk}Nk=1 is placed on ∂Ω.

The coefficients c are determined so that the boundary condition is satisfied at
the boundary points {Pk}Nk=1 :

uN (c,Q;Pk) = f(Pk), k = 1, . . . , N. (1.5)

This yields a linear system of the form

Gd c = f , (1.6)

for the coefficients c, where the elements of the matrix Gd are given by

Gdk,� =



− 1

2π
log |Pk −Q�|, d = 2,

1
4π

1
|Pk −Q�| , d = 3,

for k = 1, . . . , N � = 1, . . . , N .
The matrix Gd is full and, in general, not symmetric. Also, as the pseudo-

boundary ∂Ω̃ moves away from the boundary ∂Ω the matrix becomes very ill-
conditioned resulting in loss of accuracy of the MFS approximation [3].

In most applications of the MFS so far, system (1.6) is solved using standard
Gaussian elimination at a cost of O(N3) operations. The question is whether an
iterative technique would lead to savings in the cost of solving the system and
the effect it could have on the accuracy of the approximation. Since the matrix
Gd is full and, in general, not symmetric, and as recommended in the literature
(see, for example [4]) we shall experiment with the Generalized Minimal Residual
(GMRES) method derived by Saad and Schultz [5].

In this work we shall try and address the following two questions:
1. When N is large the cost of solving (1.6) is obviously large. Would the cost

be reduced if one used an iterative method to solve system (1.6)? In order to
address this question we shall investigate the performance of GMRES.

2. When the distance of the pseudo-boundary from the boundary is large there
is the additional problem that the matrixG in (1.6) becomes ill-conditioned.
Would the use of a pre-conditioner in GMRES improve the situation [6]?
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What would a suitable choice for such a pre-conditioner be? We shall exper-
iment by taking the pre-conditioner P to be a diagonal matrix consisting of
the diagonal elements of Gd. Such pre-conditioners were found to be effec-
tive when using GMRES to solve systems resulting from Boundary Element
Method (BEM) discretizations [7–9].

2 Well-conditioned systems

We first consider the case when the MFS systems are (relatively) well-conditioned.
This occurs when the distance of the pseudo-boundary from the boundary is small,
and becomes smaller with increasing N .

2.1 Example 1

We consider the boundary value problem (1.1)–(1.2) when Ω ⊂ R
2, in particular

when Ω is the square (−1, 1) × (−1, 1) and f corresponds to the exact solution
u(x, y) = ex cos y. The boundary points and the singularities are uniformly dis-
tributed around the boundary and pseudo-boundary, respectively. We calculated the
maximum error on a set of uniformly distributed points on the boundary (differ-
ent from the boundary collocation points) for various values of the distance of the
pseudo-boundary from the boundary, ranging from 0 to 0.05. In Figures 1(a), 1(b),
1(c) and 1(d), in the upper subplots we present the maximum error on the boundary,
obtained (i) with Gaussian elimination, (ii) with 4 log2N, 8 log2N and 12 log2N,
iterations of GMRES, and (iii) preconditioned GMRES, in each case, versus the
distance of the pseudo-boundary from the boundary, for N = 400, 600, 800 and
1000, respectively. In the lower subplots of each figure we present the 2-norm con-
dition number κ2 of the matrixG versus the distance of the pseudo-boundary from
the boundary. The results indicate that for values of κ2 less than 1020, the results
obtained with GMRES are indistinguishable from those obtained with Gaussian
elimination for as few as 4 log2N GMRES iterations. When κ2 reaches 1020,
4 log2N GMRES were no longer sufficient. The number of GMRES iterations
started depending on both the distance from the boundary and the value of N .
For N = 400, 4 log2N iterations yielded better results than Gaussian elimina-
tion for a distance up to 0.04, whereas 8 log2N and 12 log2N iterations yielded
better results than Gaussian elimination for a distance up to 0.05. For N = 600,
4 log2N iterations yielded better results than Gaussian elimination for a distance
up to 0.02, whereas 8 log2N and 12 log2N iterations yielded better results than
Gaussian elimination for a distance up to 0.05. For N = 800, 4 log2N itera-
tions yielded better results than Gaussian elimination for a distance up to 0.01,
8 log2N iterations yielded better results than Gaussian elimination for a distance
up to 0.022, whereas 12 log2N iterations yielded better results than Gaussian elim-
ination for a distance up to 0.032. The difference in accuracy between GMRES and
Gaussian elimination for 8 log2N and 12 log2N iterations was small all the way
up to 0.05. Finally, for N = 1000, 4 log2N iterations did not yield better results
than Gaussian elimination beyond the point where κ2 reaches 1020, 8 log2N iter-
ations yielded better results than Gaussian elimination for a distance up to 0.018,
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(b) N = 600
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(c) N = 800
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(d) N = 1000

Figure 1: Example 1: Plots with � log2N GMRES iterations � = 4, 8, 12.
Key: − Gaussian elimination, ∗ GMRES, + preconditioned GMRES.

whereas 12 log2N iterations yielded better results than Gaussian elimination for
a distance up to 0.024. The difference in accuracy between GMRES and Gaussian
elimination for 8 log2N and, in particular, 12 log2N iterations was small all the
way up to 0.05. No particular improvement was observed for the pre-conditioned
GMRES. In Figure 2 we present the timings recorded using the Matlab commands
tic and toc for various values of N and iterations and using Gaussian elimina-
tion. We observe that with the exception of 12 log2N iterations, in the other cases
substantial savings are achieved using GMRES. Note that for GMRES we used the
Matlab command gmres with the tolerance set at TOL = 1.e− 10.

2.2 Example 2

We consider the boundary value problem (1.1)–(1.2) when Ω ⊂ R
3, in partic-

ular when Ω is the cube (−1, 1) × (−1, 1) × (−1, 1) and f corresponds to the
exact solution u(x, y) = cosh(0.3x) cosh(0.4y) cos(0.5y). The boundary points
and the singularities are uniformly distributed around the boundary and pseudo-
boundary, respectively. As in Example 1, we calculated the maximum error on a

166  Mesh Reduction Methods

 © 2009 WIT PressWIT Transactions on Modelling and Simulation, Vol 49,
 www.witpress.com, ISSN 1743-355X (on-line) 



400 600 800 1000 1200
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7
Example 1

N

T
im

e 
(s

ec
s)

4 log
2
N

8 log
2
N

12 log
2
N

Gaussian elimination

Figure 2: Example 1: Timings recorded for various numbers of degrees of freedom

set of uniformly distributed points on the boundary (different from the boundary
collocation points) for various values of the distance of the pseudo-boundary from
the boundary. In Figures 3(a), 3(b) and 3(c), in the upper subplots we present the
maximum error on the boundary, obtained (i) with Gaussian elimination, (ii) with
4 log2N, 8 log2N and 12 log2N, iterations of GMRES, and (iii) preconditioned
GMRES, in each case, versus the distance of the pseudo-boundary from the bound-
ary, for N = 600, 864 and 1176 (i.e. 6 × 102, 6 × 122 and 6 × 142), respectively.
In the lower subplots of each figure we present the 2-norm condition number κ2

of the matrix G versus the distance of the pseudo-boundary from the boundary.
The observations from these plots are similar to the ones drawn from the corre-
sponding plots for Example 1. Interestingly, the conditioning of the MFS matrix
for the three-dimensional example is considerably better that the one for the two-
dimensional example, in the sense that the condition number κ2 stays below 1020

for considerably longer distances of the pseudo-boundary from the boundary. As a
result, the range of distances of the pseudo-boundary to the boundary was extended
from 0 up to 2. For N = 600, 4 log2N iterations produced identical results to
Gaussian elimination for a distance up to 1, while remaining very close up to 2.
For both 8 log2N and 12 log2N iterations the GMRES results were identical to
the results obtained with Gaussian elimination. For N = 864, 4 log2N iterations
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(a) N = 600
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(b) N = 864
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Figure 3: Example 2: Plots with � log2N GMRES iterations � = 4, 8, 12.
Key: − Gaussian elimination, ∗ GMRES, + preconditioned GMRES.

yielded identical results to Gaussian elimination for a distance up to 0.5, while
remaining close up to 2. For 8 log2N iterations the GMRES results were identical
to those obtained with Gaussian elimination up to 0.8 and for 12 log2N iterations
this range went up to 1.5. For both 8 log2N and 12 log2N iterations the GMRES
results were very close to the results obtained with Gaussian elimination up to 2.
For N = 1176, 4 log2N iterations yielded identical results to Gaussian elimina-
tion for a distance up to 0.25. For 8 log2N iterations the GMRES results were
identical to those obtained with Gaussian elimination up to 0.5 and for 12 log2N
iterations this range went up to 0.7. For both 8 log2N and, in particular, 12 log2N
iterations the GMRES results were very close to the results obtained with Gaussian
elimination up to 2.

3 Ill-conditioned systems

We now consider the case when the MFS systems are ill-conditioned. This occurs
when the distance of the pseudo-boundary from the boundary is large, and becomes
the ill-conditioning becomes more severe with increasing N .
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(c) N = 800

      
10

−14

10
−7

10
0

log
2
 N iterations

M
ax

 e
rr

or

      
10

−14

10
−7

10
0

2 log
2
 N iterations

M
ax

 e
rr

or

      
10

−14

10
−7

10
0

4 log
2
 N iterations

M
ax

 e
rr

or

0 10 20 30 40 50
10

20

10
22

10
24

Condition Number

κ 2

Distance from boundary

(d) N = 1000

Figure 4: Example 1: Plots with � log2N GMRES iterations � = 1, 2, 4.
Key: − Gaussian elimination, ∗ GMRES, + preconditioned GMRES.

3.1 Example 1

As in Section 2.1 we calculated the maximum error on a set of uniformly dis-
tributed points on the boundary (different from the boundary collocation points)
for various values of the distance of the pseudo-boundary from the boundary. This
time we considered the range from 0 to 50. In Figures 4(a), 4(b), 4(c) and 4(d),
in the upper subplots we present the maximum error on the boundary, obtained
(i) with Gaussian elimination, (ii) with log2N, 2 log2N and 4 log2N, iterations
of GMRES, and (iii) preconditioned GMRES, in each case, versus the distance of
the pseudo-boundary from the boundary, forN = 400, 600, 800 and 1000, respec-
tively. In the lower subplots of each figure we present the 2-norm condition number
κ2 of the matrixG versus the distance of the pseudo-boundary from the boundary.
The results indicate that in all cases, as few as 4 log2N GMRES iterations yield
considerably more accurate results than Gaussian elimination, with the exception
of the cases when the pseudo-boundary is very close to the boundary. No improve-
ment was observed for more than 4 log2N GMRES iterations. Also, as in Section
2.1, no particular improvement was observed for the pre-conditioned GMRES.
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(b) N = 864
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Figure 5: Example 2: Plots with � log2N GMRES iterations � = 1, 2, 4.
Key: − Gaussian elimination, ∗ GMRES, + preconditioned GMRES.

3.2 Example 2

We consider the example of Section 2.2 examining the maximum error for the dis-
tance of the pseudo-boundary from the boundary ranging from 0 to 50. In Figures
5(a), 5(b) and 5(c), in the upper subplots we present, as before, the maximum error
on the boundary, obtained (i) with Gaussian elimination, (ii) with log2N, 2 log2N
and 4 log2N, iterations of GMRES, and (iii) preconditioned GMRES, in each case,
versus the distance of the pseudo-boundary from the boundary, for N = 600, 864
and 1176, respectively. In the lower subplots of each figure we present the 2-
norm condition number κ2 of the matrix G versus the distance of the pseudo-
boundary from the boundary. The observations from these plots are similar to the
ones drawn from the corresponding plots for Example 1, namely that for as few
as 4 log2N, GMRES iterations considerably more accurate results are obtained
than using Gaussian elimination. No further improvement was observed for larger
values of the number of iterations.
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4 Conclusions

In this work we carried out some preliminary numerical tests on the performance
of GMRES when applied to the solution of the linear systems arising from the
MFS discretization of certain two- and three-dimensional elliptic boundary value
problems. For the case when the pseudo-boundary is located very close to the
boundary, yielding well-conditioned systems, the accuracy of the iterative solver
is satisfactory, although, in general inferior to that of Gaussian elimination. Inter-
estingly, in the case when the pseudo-boundary is located far from the boundary,
yielding ill-conditioned systems, the accuracy of the iterative solver is superior to
that of Gaussian elimination, even for relatively few iterations. No improvement
was observed in either case by the use of a preconditioned GMRES.
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