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Abstract 

Prediction of free surface elevation is one of the most important phenomena in 
the field of free surface flow modelling. To date different procedures have been 
introduced to capture the free surface. In the current study, a Eulerian-
Lagrangian Method named Particle Level Set (PLS) is developed to predict the 
location of free surface. The first implementation of this scheme was on the 
Finite Difference Method. This paper deals with the implementation of Particle 
Level Set on the Finite Volume mesh. IN the PLS scheme, computational 
particles were deployed in conjunction with LS function to raise the accuracy of 
function values. Results obtained from the developed model were compared with 
experimental and numerical results of dam break cited in the literature which 
represent the capability of method to predict high gradient free surface changes 
accurately. 
Keywords: free surface flow, particle level set method, finite volume method. 

1 Introduction 

Multi-phase flow modelling is one of the most practical issues and many 
researchers try to implement it on their own area of expertise. Prediction of water 
surface elevation especially in the high gradient situations (i.e. Dam Break and 
Wave Breaking), is an example of multiphase flow. Different approaches have 
been introduced to have an accurate prediction of free surface which can be 
classified into two categories namely free surface tracking and free surface 
capturing [1]. 
     According to free surface tracking methods, the location of free surface can 
be predicted by the use of Lagrangian characteristics of the flow. Although the 
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implementation of these types of methods in the numerical model is simple and 
accurate enough in terms of modelling purposes, some limitations have been 
recognized for complex flows (wave reflection). Different research has been 
carried out using free surface tracking methods [2–5].  
     Interface capturing methods are based on the variation of a scalar quantity 
according to the advection equation. Volume of Fluid (VOF) can be classified in 
this category. A lot of research has been carried out according to the VOF 
method [6–10], each of which tries to explore the possibility and raise the 
accuracy of this method for free surface prediction. Osher and Fedkiw [11] 
introduced another method in this category called Level Set (LS). This method is 
not satisfying mass conservation even with the high resolution techniques [12], 
Therefore it is not so popular in Computational Fluid Dynamics. Different 
researchers try to combine methods to overcome the problem which was existing 
in each one individually. Sussmam and Puckett [13] tried to combine LS and 
VOF methods. In recent years an attempt has been made to improve the LS 
method in a way that it can be used for free surface prediction. Particle Level Set 
(PLS) is the result of recent researches in this field [14, 15]. The first 
implementation of the PLS Scheme was on the Finite Difference method. In this 
research an attempt has been made to implement the PLS method in the Finite 
Volume Method mesh. 

2 Governing equations 

Governing equations of incompressible viscous fluid flow are expressed by the 
Navier-Stokes equations which can be shown as follows [1]: 
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where: ࢛ is the velocity vector, ߥ is the fluid viscosity,  ܲ is the pressure and ܵ is 
the body forces. 
     To discretize governing differential equations based on the Finite Volume 
method, it is essential to integrate these equations over the control volume. In the 
current study, discretization of advection and viscous terms in equations (1) were 
carried out by the use of a central difference scheme (CDS). In order to prevent 
non-physical oscillation in the pressure field due to CDS application, it was 
suggested to use a special interpolation scheme for advection acceleration terms 
in the momentum equation which can be shown as [16]: 
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where: LI(࢛) is the linear interpolation of velocity components, Δݐ is the time 
step and ࢔ is the normal vector to control volume face. 
     In order to couple momentum and continuity equations, a Fractional Step 
method was applied [17]. In the first step, a momentum equation was solved to 
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obtain velocity components in the absence of pressure terms (mid-term 
velocities): 
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     In order to include pressure effect on the velocity components in the new time 
step the following relationship was used [17]: 
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     By which can be reformulated as equation (5): 
 
௡ାଵ݌ଶ׏  ൌ .સߩ ෥࢛ (5) 
 
     Equation (5) is a Poisson type equation which was used to obtain pressure 
field in the study area. Solution algorithm for governing equations of fluid flow 
can be summarized as: 
     1) Solving equation (3) to obtain mid-term velocity components (෥࢛ሻ. 
     2) Equation (5) was solved to obtain pressure field. 
     3) To correct the velocity components values equation (4) was deployed. 
     To satisfy conservation of momentum, it is essential to correct velocity 
components obtained from step (1) in step (3) using pressure gradient. In multi-
phase flow, the discretization procedure for Poisson equation is very important 
as the density of fluid is suddenly changes on the free surface. In the current 
study to discretize Poisson equation, the broken line method was deployed [18]. 
According to broken line method (Figure 1), in free surface grids, fluid density 
was calculated by the following relationship [18]: 
 
ߩ  ൌ ଵߩߙ ൅ ሺ1 െ  ଶ (6)ߩሻߙ
 
where: ߙ is the volumetric ratio of two fluids and ߩ is the fluid density. The 
pressure values in the side centre of each computational grid can be evaluated by 
equation (7): 
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Figure 1: Broken line discretization method in each computational grid cell. 

A Bf 
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3 Particle level set method 

The level set function magnitude in each computational point is the smallest 
distance between free surface and that point. In addition, this function has 
different sign in each phase of fluid (Figure 2). Computational particles were 
deployed in conjunction with LS function to raise the accuracy of function 
values [11]. 

 

Figure 2: LS function. 

     The level set function has different geometrical properties like as [11]: 
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where: ࢔ is the normal vector to the free surface and ߮ is the LS function. The 
governing equation of LS function is the advection type and can be written as 
[11]: 
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     In order to transfer the LS function in the PLS method, a semi-Lagrangian 
approach was used. According to this approach, to obtain the new value for the 
LS function in each grid cell, it is essential to assume that the cell centre was 
moved equal to – ࢛. Δݐ and the LS value in this new position was considered as 
the LS value for the specified grid cell. In the current study, LS function gradient 
have been calculated through equation (11): 
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where: ܣ௙ is the computational cell area, ܸ is the cell volume and ࢔௙ is the unit 
vector normal to the surface. 
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     It is essential to point out that the LS function is solved in a very thin band 
close to the free surface. Computational errors where produced in the transport of 
each LS function, which in turn cause uncertainty on the free surface position. 
Many techniques were introduced to overcome this problem [11]. In the current 
study, the Fast Marching method was deployed to reduce inaccuracy in the 
prediction of free surface elevation [19]. 
     Computational particles were used to correct the LS function transfer in the 
computational domain. These particles are distributed close to the initial free 
surface in a way that each particle radius introduces the distance of particle and 
free surface. In addition, the radius of each particle can be positive or negative 
according to its placement in different phase. To obtain more accurate results, 
these particles can have overlap in terms of their placement near the water 
surface (Figure 3). In Figure 3 the hatched area represents the difference between 
the real situation and model prediction for a straight line. 
 

 

(a) Three particles without overlap 

 

(b) Six particles with overlap 

Figure 3: Illustration of a straight line with particles. 

 
     In each time step, the placement of each particle was calculated by the 3rd 
order TVD-Runge Kutta method and then, the value of the LS function was 
corrected with these particles. The step by step method of correction can be 
summarized as [14]: 
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     1) Those particles which have distance more than their radius outside of their 
own fluid phase with free surface, considered as an escaped particle. These 
particles are used to correct the free surface position. 
     2) By generating a mesh for computational domain, the placement of each 
particle in the grid generation was investigated and the value of LS function for 
surrounding grid cells was calculated as follows: 
 
 ߮௣ ൌ ௣ݎ െ ห࢞ െ ࢞௣ห.sgnሺݎ௣ሻ (12) 
 
     3) LS function is corrected according to equations (13)-(15): 
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 ߮ି ൌ min൫߮௣, ߮old൯ , ݌׊ א  (14) ିܧ
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߮ି if |߮ା| ൐ |߮ି|
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where ܧା is all positive-radius escaped particles and ିܧ is all negative-radius 
escaped particles. It is essential to point out that the difference between above 
method and main PLS method is on the selection of surrounding mesh cells in 
order to correct LS function. It is worth to point out that this method can be used 
on the unstructured finite volume mesh which raised the capability of the method 
for using in complex geometry. 

4 Model verification 

In order to represent capability of model to represent free surface elevation, a 
dam break problem has been chosen (Figure 4). The uniform 100*75 grid mesh 
with 0.0001sec time step has been used for modelling purposes. A no-slip 
boundary condition was applied for all of solid boundaries. Initial free-surface 
elevation and initial particle distribution are shown in figure 5. The predicted 
model results for free surface elevation and also experimental measurements are 
presented in figure 6. From the comparison of predicted and measured values for 
free surface elevation, it can be concluded that the developed model which 
consists of the PLS approach can well predict the free surface. In addition model 
results were compared with experimental results and other numerical models 
cited in the literature (Figure 7). From figure 7 it can be concluded that in the 
early stages of modelling, the numerical model results based on the Lagrangian 
approach are more accurate while close to the end of modelling simulation time, 
the LS approach is more accurate in terms of predicting free surface elevation. 
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Figure 4: Geometry of dam break problem. 

 
 
 

 

Figure 5: Initial particle distribution in dam break problem. 
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 Present Study Empirical Results 

t=0.1s 
 

t=0.2s 

 

t=0.3s 
 

t=0.4s 

 

Figure 6: Free surface variation and computational particles. 
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Figure 7: Comparison of measured and predicted values of water in front. 

5 Conclusion 

Free surface prediction is one of the most important issues in the field of fluid 
dynamics. The problem is more critical in coastal area were the short waves are 
the most dominant hydrodynamic phenomena. In this research study the PLS 
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method has been chosen to investigate its capability on the free surface 
prediction. Results obtained from the developed model show that the PLS 
method can well predict the free surface elevation in comparison with 
measurements and other numerical models cited in the literature. 
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